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Résumé

Le flot de courbure moyenne d'une surface réguliére est caractérisé par le déplacement de
chaque point de la surface selon une vitesse vectorielle égale au vecteur de courbure moyenne,
c’est-a-dire au gradient L? de la fonctionnelle d’aire de la surface. On rappelle en effet que, pour
une d-sous-variété M C R™ et un champ de vecteurs X € C1(R", R"), la courbure moyenne H de
M est caractérisée par "équation

%%d (@ M)y = — /M X - H e, )

ot (@4 );>0 est le flot engendré par le champ de vecteurs X et H¢ désigne la mesure de Hausdorff
d-dimensionnelle. Par conséquent, le flot de courbure moyenne de M consiste en ’évolution de la
surface en chacun de ses points dans la direction qui permet de réduire son aire le plus rapidement
possible.

Le flot de courbure moyenne est un modéle emblématique pour de nombreux phénomenes
physiques, il est tres utilisé en ingénierie et en sciences du numérique, et il est depuis des années
le sujet de travaux mathématiques a l'interface de I’analyse, de la géométrie, de la théorie de la
mesure, de 'optimisation et du calcul scientifique.

Il est connu que, méme partant d'une surface réguliere, le flot de courbure moyenne peut
produire des singularités en temps fini. C’est ce qui a motivé l'introduction et I'étude de flots
faibles de courbure moyenne permettant de donner un sens a I’évolution au dela des singularités.
L'un des plus emblématiques de ces flots faibles est le flot introduit par Kenneth Brakke pour
les varifolds [12]. On rappelle qu'un varifold est une mesure de Radon dans R" x Gy, ot G4,
désigne la grassmanienne des d-plans de R". C’est une notion faible de surface qui est utilisée
en théorie de la mesure géométrique car elle présente, sous des hypotheses supplémentaires tres
naturelles, des propriétés tres intéressantes. En particulier, 1'équation (1) peut étre étendue aux
varifolds afin de définir une notion généralisée de courbure moyenne. S’appuyant sur cette notion
généralisée, un flot de Brakke est alors caractérisé par une inéquation variationnelle qui permet
d’étendre, bien au dela des surfaces régulieres, la notion de flot de courbure moyenne.

Un flot de Brakke partant d"un varifold donné peut étre construit comme la limite d'un schéma
itératif sophistiqué qui combine deux étapes : une étape de désingularisation et une étape de dé-
formation dépendant d'une courbure moyenne approchée [12]. Cette construction, et 1’alternative
en codimension 1 proposée par Kim & Tonegawa [36], n’est toutefois pas adaptée a des varifolds
qui ne sont pas entiers, c’est-a-dire rectifiables mais a multiplicité non entiere, ou non rectifiables.
Or, de nombreuses applications en informatique graphique et en traitement d’images font inter-
venir des structures discretes (par exemple des nuages de points) de dimension et codimension
tres variées et qui ne peuvent pas étre associées a des varifolds entiers. L'objectif de cette these est
précisément de dépasser cette limitation.

Au chapitre 1, nous rappelons les notions et résultats de théorie de la mesure et de théorie des
varifolds utilisés dans cette these. Nous revenons au chapitre 2 sur les notions fortes et faibles de
flot de courbure moyenne, en détaillant plus particuliéerement la construction d'un flot de Brakke
due a Kim & Tonegawa [36]. Nous synthétisons au chapitre 3 les différents résultats obtenus dans
la these. Nous y discutons aussi des conséquences de ces résultats dans le cas particulier des
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nuages de points (flots de nuages de points, résultat de consistance, schéma numérique) et nous
proposons plusieurs perspectives de recherche.

Il est connu qu’un flot de courbure moyenne réguliere est un flot au sens de Brakke. La con-
tribution présentée au chapitre 4 porte sur la préservation d'une propriété a la Brakke quand
on discrétise un flot régulier. Plus précisément, nous considérons un flot de courbure moyenne
M(t)sej0,) issu d"une sous-variété M de classe C*3 et, pour chaque temps ¢, une discrétisation vo-
lumique spatiale V},(t) de M(t). Nous montrons que la discrétisation V},(t) vérifie une inégalité de
Brakke intégrale approchée avec un terme d’erreur dépendant de la géométrie de la sous-variété
initiale, d'une échelle de régularisation ¢ utilisée pour la définition d"une courbure moyenne ap-
prochée de V},(t), et des noyaux utilisés dans la définition de cette courbure moyenne approchée.

Les chapitres 5 et 6 contiennent les résultats principaux de la these. Nous réussissons d’abord
a définir au chapitre 5, par un procédé constructif et itératif inspiré des travaux de Brakke [12]
et Kim & Tonegawa [36], un flot approché de courbure moyenne pour une classe tres générale
de varifolds pouvant représenter des données tres variées, que ce soit des surfaces régulieres ou
singulieres, des surfaces discrétes, des nuages de points, etc. Plus précisément, pour une échelle
donnée d’approximation ¢ €]0, 1] et une subdivision 7 de l'intervalle de temps choisi (par exem-
ple [0,1]), étant donné un varifold initial général V, nous utilisons une variante de la courbure
moyenne approchée définie dans [36] pour appliquer des poussées en-avant successives a V' rel-
ativement a € et a 7. Une interpolation linéaire en temps conduit a un flot approché de courbure
moyenne discret en temps noté (Vz,7(t)).c[0,1- Nous prouvons la stabilité de ce flot par rapport a
la subdivision et a la donnée initiale. Puis, grace a ce résultat de stabilité et pour ¢ fixé, nous mon-
trons la convergence, lorsque le pas de subdivision tend vers 0, de (V 7(t));e[o,1] Vers un unique
flot noté (V-(t))scp0,1- Nous prouvons que (Vz(t)):c(o,1) satisfait une égalité de Brakke par rapport
a son vecteur de courbure moyenne approchée.

Nous considérons ensuite la notion de flot de Brakke spatio-temporel, une mesure sur R” x G ,, X
[0, 1] qui étend naturellement la notion de flot de Brakke. En particulier, si W (¢);>o est un flot de
Brakke alors W (t) ® dt est un flot de Brakke spatio-temporel. Nous montrons dans le théoreme
5.3.7 que, si (V:(t)):e(0,1] désigne 'ensemble des flots limites obtenus par la construction décrite
ci-dessus pour une suite d’échelles d’approximation ¢ tendant vers 0, alors la suite . := V.(t) ® dt
converge (apreés extraction) vers une limite A qui admet un vecteur de courbure moyenne borné
dans L?(||A||]). En outre, si sa restriction a R" x G, est rectifiable, alors A est un flot de Brakke
spatio-temporel.

Dans le chapitre 6, nous nous intéressons aux propriétés en codimension 1 du flot limite X et,
plus généralement, de flots de Brakke spatio-temporels. Nous prouvons en particulier un résultat
de non trivialité de A —la possible trivialité est un des inconvénients de la notion de flot de Brakke
— lorsque le varifold de départ est associé a la frontiere d’une partition d’ensembles ouverts de
périmetres finis de R". Nous prouvons que le support de la composante spatiale d'un flot de
Brakke spatio-temporel est inclus dans I’évolution de la donnée initiale par ensembles de niveau
(motion of level sets) au sens de [22]. Cela découle du fait que le support évite les flots de courbure
moyenne réguliers et, en particulier, nous en déduisons par un principe de comparaison fort que le
support de la composante spatiale d"un flot de Brakke spatio-temporel partant d"une hypersurface
réguliere coincide avec 1’évolution par courbure moyenne (au sens classique) de I'hypersurface.
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Chapter 1

Introduction

1.1

Notations

Throughout the thesis, we let d,n € N be such that 1 < d < n, 2 < n and we adopt the following
notations:

L" denotes the n-dimensional Lebesgue measure in R".
H? denotes the d-dimensional Hausdorff measure in R™.

B,(x) and B(r, z) denote the open ball of radius » > 0 and center z € R". Conventionally
B, denotes the open ball of radius » > 0 and center 0. For closed balls we keep the same
notations and replace B by B.

For k € N, wy, denotes the volume of the £—dimensional unit ball.
For any two sets A and B of R" we define A + B := {a + b, (a,b) € A x B}.

Foraset A, A° := |J Bs(z) = {y € R",d(y, A) < 6}.
€A

M, , is the space of real matrices with p rows, ¢ columns.
For A € M, 4, B € M, we denote either by A o B or by AB the product of A and B.

For two matrices M and N we define the matrix scalar product by

M : N = tr(MN') = tr(NM").

The default matrix norm || - || considered in M,, , is the operator 2-norm associated with the
Euclidean norms | - | in R? and R?. We also consider the norm | - |, defined as | M|~ =
max;—1..p |M;j|, for M € M, , and we recall the classical relation:
j=1l...q
VM e Mypg, Moo < |IM]| < v/pg[M]o - (1.1)
k

For k € Nand v,w € R¥, (v, w) := Y v;w; is the scalar product of v and w.
i=1
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e The supremum norm of a measurable function u is ||u||~ := ess-sup,, |u(x)|.

e CY (C? denote the space of continuous functions, and compactly supported continuous func-
tions, respectively.

o C%1, 02" denote the space of Lipschitz functions, and compactly supported Lipschitz func-
tions, respectively.

e C! denotes the space of continuously differentiable functions and, for ¢ € C!, ||¢||c1 =
Ielloo + [ Dpllco-

e C? denotes the space of continuously differentiable functions and, for ¢ € C?, ||| o2 =
lelloo + 1D ells0 + 1D ¢lloc-

e Gy is the Grassmannian manifold of d-dimensional vector subspaces of R". We identify
every element S € G4, with its orthogonal projection on the d-subspace S € M,,(R). The
distance considered between S,T" € Gy, is ||S — T'||, where || - || is the default matrix norm
introduced above.

e For 2 C R", Lip(f) denotes the Lipschitz coefficient of f on €.
Q

e The functions and vectors involved may depend on the space and the time, we convention-
ally use V for space derivation and 0; for time derivation.

e We mean by a closed submanifold, a compact boundaryless submanifold.

e Throughout the introduction and chapter 4, p € C3(R*,RT) is a non-increasing function
supported on [0,1] and ¢ € C}(RT,R") is a function supported on [0, 1], positive on ]0, 1].
We define p. and & on R" by

p)i=o (M), et =¢ (M) voer

3

Definition 1.1.1 (Subdivision). Fora < b € Rand m > 1, T = {t;}I" is called a subdivision of |a, b]
if:a=ty <ty - <ty =>b Wedenote:

O(T) :=maxt, —t;i—1 i€{l,...,m}.
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1.2 Generalities on measure theory

The central tool used in our work is the space of varifolds. Before going through its definition and
properties, we first introduce the notion of rectifiable sets after reviewing the necessary notions
on convergence and distances between Radon measures.

1.2.1 Radon measures

A measure £ on a locally compact space X is called a Radon measure when it is Borel, regular and
finite on compact sets. The Riesz representation theorem implies that one can view any Radon
measure as a continuous linear form on C?(R", R) and vice-versa.

The bounded Lipschitz distance will be useful to compare measures and prove convergence.

Definition 1.2.1. (Bounded Lipschitz distance) Let (X, d) be a locally compact separable metric space. The
bounded Lipschitz distance between two finite Radon measures v, jn on X is defined as

A i=sup {| [ plaldvta) = [ pladuta) | € €O R and max{ ¢l Linle)) < 1}
(1.2)
We similarly define a localized version of the bounded Lipschitz distance, for any open set U C X:

B i=swp{| [ aavto) = [ porduto| 7500 E e ST

We use throughout our work the weak-+ convergence of measures, whose definition is now
recalled.

Definition 1.2.2 (Weak-* convergence). Let (X, d) be a locally compact and separable metric space. Let
(1i)ien, v be Radon measures on X. We say that: (yu;); converges weakly-+ to pu if

/@dui%/wdu

The following result is a general fact in measure theory (see for instance [42, Theorem 5.9]).

for every ¢ € CO(X,R).

Proposition 1.2.3. Let (X, d) be a locally compact separable metric space. Let (u;)ien and p be finite
Radon measures. Assume that the measures (;);cn and p are supported in a compact set of X. Then:

;i converges weakly-x to - <= A(p;, ) — 0.

1—00

1.2.2 Rectifiable sets

Rectifiability is a fundamental notion of weak regularity for sets in the measure theoretic setting.
A rectifiable set admits an approximate tangent space at almost every point, which opens the
way to consistent definitions of mean curvature and second fundamental form, see for instance
[12,32, 15, 16, 17].
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Definition 1.2.4. (Rectifiable sets [39, Chapter 10]) M is (countably) d-rectifiable if and only if there exist
a Borel set M C R", countably many Lipschitz maps (fy)nen : R? — R™ and Borel sets (Fy,)pen C R?
such that

M:Mm(Uh@» with HY(Mo) =0,
heN

One can view rectifiable sets differently thanks to Whitney’s extension theorem:
Proposition 1.2.5. [43, Lemma 1.1] M is (countably) d-rectifiable if and only if
M=Mou|JN
jEN
where HY(My) = 0 and ¥j € N, N; is contained in some C d-submanifold of R".
As mentioned before, rectifiable sets admit approximate tangent spaces almost everywhere. To
make this statement more precise, let us first recall the definition of the push-forward operation

on Radon measures. Let (X, ;1) be a measurable space and f : X — Y be a measurable map; the
push-forward measure of ;. by the map f is defined by

(fau)(B) = u(f~1(B)), forevery Borelset B C Y. (1.3)
We are now able to define the notion of approximate tangent space.

Definition 1.2.6. (Approximate tangent space) Let 1 be a Radon measure on R", P a d-plane in R". P is
said to be the approximate tangent space of p with multiplicity 6 at a point x € R™ if

rd/n 4 (y . x) dp(y) —— 9/1390@) dH'(y), Ve e CJR™RT).

r

In other words

* d
r (Tx,r)#,u m 0H|P
where 7, ,(-) = —
”

Roughly speaking, the blow up of the measure near x gets closer and closer to the Lebesgue
measure on P (up to a constant) as r — 0. Conversely, a measure that admits an approximate
tangent space almost everywhere is supported on a rectifiable set, and this is the reason why
rectifiable sets and measures hold a significant interest in measure theory. Here is the rigorous
statement:

Theorem 1.2.7. [43, Theorem 1.6] Let M be a H® -measurable set with HY(MNK) < oo for each compact
set K C R™ Then M is (countably) d-rectifiable if and only if the approximate tangent space exists for
Hea.e. x € M.
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1.3 Varifolds

1.3.1 Definitions

Definition 1.3.1. (Varifolds) A d-varifold in R™ is a non-negative Radon measure on R™ x G p,.
Va(R™) denotes the space of d-varifolds in R"™.

The mass measure ||V'|| associated with a varifold V' is defined as follows:
VW= [ e@dvs) voe R R).
R x Gd,n

In other words, for every Borel set A C R”, we have ||V||[(4) = V(A x Gg).

In the following, we list classical examples of varifolds.

1. Smooth varifolds: to a d-dimensional submanifold M in R™, we associate the varifold V' =
1\ © 0701 defined by

Vi e COR x Gy, R) s / oy, T, M) dH ().
M

The associated mass varifold is ||V || = ”H‘dM such that
VI e CORR) = [ o) ary).

2. Rectifiable varifolds: to a d-dimensional rectifiable set M in R™ (Definition 1.2.4), and a non-

negative H?-integrable function § on M , we associate the varifold V = GHfM ® d1.m such

that

Vi g€ COR™ x Gy, R) / oy, T, M)B(y) dH (),
M

where T}, M is the approximate tangent space of M at y. The associated mass varifold is
defined as ||V]| = 07—[|dM such that

V: geCORMR) - /M o(y)6(y) AH(y).

Integral varifolds: a rectifiable varifold is called integral if § € N a.e.

3. Point cloud varifolds: to a distribution of points {z; }jvzl in R", d-planes {Pj}é\fz1 in Gy, and
N
masses {m; }é\le in R*, we associate the varifold: V' = )~ m;d,; ® dp, such that
j=1

N
Ve CUR™ x Gp,R) = Y mjop(x;, P)).
7j=1

N
Then, the associated mass varifold is defined as: ||V|| = > m;d,; such that

j=1
N
V:peClUR™R) — ijcp(xj).
j=1
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Figure 1.2: A point cloud varifold (illustration from [13]).

From now on, and for a smooth submanifold M, we denote M := Hij/v( ® dr,m and || M| := ’H‘dM.
We recall the notion of Ahlfors regularity in the setting of varifolds.

Definition 1.3.2. (Ahlfors regularity) Let V. € V4(R™). We say that V is Ahlfors regular if its mass
measure ||V|| is d-Ahlfors reqular, i.e. there exist Cy > 1, ro > 0 such that for all x € spt ||V and
0<r<mg

Cylr? < |VII(B(x,7)) < rCy. (1.4)

Note that ry can be chosen as large as needed: if condition (1.4) holds for some 79 > 0 then it holds
for any 1 > r( possibly adapting the regularity constant Cy.

1.3.2 Approximation by discrete varifolds

Volumetric varifolds were introduced to discretize, in the spirit of varifolds, submanifolds of any
dimension and co-dimension, possibly with singularities. In this section, we present some of the
results of [13] on the discretization and the approximation by volumetric varifolds.

Consider an open set 2 C R" and h > 0. A mesh K of €2 of size h is a locally finite partition of
Q into cells, with each cell K € K of diameter less than h.
Given a d-submanifold M in 2, we define a volumetric discretization V}, of M as follows:

MK .,
Vi = Z ﬁ K ® O Py (1.5)
KeKk
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where: |K| = £L*(K), mg = HY(MNK), and Pk € arg min/ T, M — S| dH"(y) for any cell
MNK

S€EGan
K in K.
The following proposition results from [13, Theorem 2.1] when the approximated rectifiable
varifold is smooth.

Proposition 1.3.3. Let €2 be a open set of R"™, ICj, a mesh of ). Let M C Q be a closed d-submanifold and
M be the varifold associated with M. Let V}, be a volumetric discretization of M defined as in (1.5). We
have, for any Lipschitz function ¢ on §2:

M) = IVAl)| < P Lin(o) M (spt()) (16)

In addition, for C' > 0 such that,

T.M — Ty/\/l| <Clz—y| Vx,ye M,
and if we denote I1 : Q x Gy, — R", (y, S) = vy, for every Lipschitz function ¢ on Q x G5, we have

M(p) =~ Vi(g)| < hLip(e)(1+20)]| M| (TKspt())) 17)

Figure 1.3: Approximation by volumetric varifolds [13].

We note that in the original statement of [13, Theorem 2.1], y — T, M is a Holder map with Holder
coefficient 5 € (0, 1). One can easily notice that the proof still holds for § = 1. This explains why
the result presented in this section is different from the original one from [13].

1.4 Mean curvature of varifolds: definition and approximations

We introduce in this section the notion of generalized mean curvature for varifolds. Let us first
recall the notions of push-forward (see [46, Section 1.4]) and first variation for varifolds.

Definition 1.4.1. (Push-forward of a varifold) Let V be a varifold in R"™ and f a C* diffeomorphism of R™.
The push-forward of V' by f is the varifold f4V defined for every p € C.(R" x Gg4n,R) by

V() = / o(f(x), DF(@)(S))Tsf(x) AV (x, 5), (1.8)

R"XGd,n
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where D f(x)(S) is the image of S in G, by the linear isomorphism D f(x) and the tangential Jacobian
Js f(x) is the determinant of the isomorphism D f(x) from S to D f(z)(S) defined as follows: if we write
S = (s1]...|sq)" € Mg, where {s;}_, is an orthonormal basis of S, and if we set Y = Df(z) o St, we
have )

Jsf(z) == det (Y'Y)? (1.9)

where D f(x) o St is the product of the matrices D f(x) € M, (identified to a matrix using the canonical
basis of M,,) and St € M., 4. Moreover, if we denote by P the projection on the space D f(x)(S), we have
(see [45, p. 184])

P=Y(Y'y) vyt (1.10)

Remark 1.4.2. (Push-forward of varifolds vs push-forward of Radon measures).
Let M C R" be a d-submanifold and f : R® — R" be a C! map. By the area formula, we have

/ () dH(y) = / o(F(@)) I, f (2) dHI(z) Vi € CR™, RY), (1.11)
f(M) M

where Jr, v f(2) is the tangential Jacobian of f with respect to T, M. The previous formula ex-
presses the change of a measure of dimension d by a C' 1 map and inspired Definition 1.4.1.

Now, let A be a measurable set of R™ and p = £|"A. By the change of variable formula, which is a
particular case of the area formula, the push-forward measure f.u defined in (1.3) satisfies:

Falp) = /f P ) = /A o(F(@))Jf(z) dL(z), Vg € CHR™ RY),

where J f is the Jacobian of the map f. Note that G,,,, = R", J f = Jr~ f and the n-varifold p ® dgn
can be identified naturally with the measure . We deduce that the push-forward of varifolds
extends the notion of push-forward for Radon measures in order to take account more accurately
of the dimensionality of the varifold measure.

In the following lemma we exhibit a compatibility property of the push-forward operation.

Lemma 1.4.3. Let V € Vy(R") and let f, g be two C! diffeomorphisms of R", we have
FalgsV) = (Fo gy (V).
Proof. Take a test function ¢ € CY(R" x Gg,, RT), we have
[ edttatosv)) = [ o (#@). DEWT)) Trf(5) dlauV )0, T)
— [ ¢ ((H(9(2)). DI (g (Dg(@)(S) Tpyaysf(9(x) Jsgo) dV (. 5)
— [ ¢(£09(a). D7 o @)(S)) Js(f 0 9)(x) AV (a.5)
where we used that for (z, S) € R” x Gy,

Df(g(x))(Dg(x)(S)) = D(f o g)(x)(S) and  Jpg@)(s)f(9(x))Jsg(x) = Js(f o g)(x)

thanks to the multiplicative property of the determinant. O
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We present the formula that expresses the infinitesimal change of the mass measure of a
varifold when pushing by the flow generated by a C! vector field. For V € V4(R") and X €
C1(R",R"™), we set for ¢ small:

fr=id +tX.

We have the following formula

t—0t ¢

VIR o= tim ([ ssp@av@s) - [ 1aves))

:/R lim }(Jsft(m) —1)dV(z,S)

n XGd,n t—0+
= / divg X (x)dV(z, S).
R x Gd,n

where divg X := tr(S o DX) is the tangential divergence. This motivates the definition of the first
variation of a varifold that measures the mass variations:
Definition 1.4.4 (First variation). Let V' € V4(R"™) of finite mass. The first variation of V' is the map
5V : CHR™,R"™) — R defined by

§V: X € CY(R",R") dive(X)(z) dV (x, S). (1.12)

R™ x Gd,n

Given ¢ € C}(R",R) and X € C!(R",R"), we denote:

WX = [ pla) dvs (@ aV@ )+ [ Tpla) X(a) dV(a.S)
K R (1.13)
:5V(<pX)+/ X(x)- St (Ve(z))dV(z, S).
R"XGd’n
The map

s(V,)() : (CHR™,R), C}(R",R")) — R,

is called the weighted first variation of the varifold V, it expresses the change of the mass of the
varifold weighted by the function ¢.

Remark 1.4.5. Note that §(V,-)(-) is bilinear and
6V ) (X)] < 0l X[l [VIR™) lellcr »  forall p € CHR™,R), X € CH(R",R™).

Given a smooth d-manifold M, we recall the notation M := ’H|dM ® dr,m. For X € C1(R™",R"),

SM(X) = /R L divs(X)(@)dM (e 8) = /M dive, i (X) () dHY(z) = — /M H(z, M)-X () dH (),

(1.14)
where H(-, M) is the mean curvature vector of M, defined by
n—d
H(-, M) == (diva )y, (1.15)
j=1
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where {v;}; is any orthonormal basis of 7M.
When the first variation 0V of a varifold V is bounded, it can be represented thanks to Riesz’s
representation theorem by a vector Radon measure ||0V |, i.e.

W(X) = /RnX -6V

Then, the Radon-Nikodym theorem implies the existence of a vector H(-,V) € L*R",R",||V|)
such that
16Vl = =H( V)V + 16V,

where ||0V||5 is a vector measure singular with respect to ||V||. H(-, V) is called the (generalized)
mean curvature of V' in reference to (1.14).

Note that 0V is not always bounded, for instance when V' is a point cloud varifold, thus the
generalized mean curvature cannot be defined in such a situation. It remains however possible to
define an approximate mean curvature by convolution of the mass and the first variation.

Let ¢ € C°(R",R), we have

v =viero = [ [ cw-oewadvior = [ ([ ew-adviw)

n Rn

hence we can represent the convolution of the mass by the function

€IV = | &lo=o)dVIG). (1.16)

Similarly, let ¢ € C°(R™ x G4, R), we have
e+ V)@) = V(pex )= [ [ STy = a)e(w) dedV (5.5)
X d,n n

= /Rnxadm ( - S(Vpe(y — x))e(y) dV (y, S)) dz.

We represent the convolution of the first variation by the vector
(pe x6V)(z) == ; S(Vpe(y — x))dV(y, S)dz. (1.17)

Taking the quotient of the convolved first variation and the convolved mass is a natural way of
approximating the mean curvature [15]. For V' € V;(R"), the approximate mean curvature vector
of V at a point z € R" is defined by

Ce (p- % V)(x)
C, (& [VI)(@)

whenever & « ||V|[(z) > 0, and 0 otherwise, with C¢ and C, two normalization constants. [15,
Theorem 4.3] states that if V' is rectifiable and has bounded first variation, then

Hpee(z, V) =~ (1.18)

Hp,eo(z,V) Q H(z,V)
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for ||V'||-a.e € R™. This definition has other convergence and stability properties; also, it demon-
strates very satisfactory numerical results for the computation of consistent mean curvature vec-
tors of point clouds and the approximation of mean curvature flow, see [15, 17]. However, because
of a slight lack of regularity, this definition is not well-suited to induce easily a consistent notion
of mean curvature flow for which convergence results can be proved. In section 2.1 we recall
the slightly different definition of approximate mean curvature used by Brakke [12] and Kim &
Tonegawa [36] to construct weak mean curvature flows.
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Chapter 2

Overview on mean curvature flow and
Brakke flow

2.1 Mean curvature flow

2.1.1 Definition

The mean curvature flow (commonly denoted by MCF) is a natural geometric evolution where the
evolving submanifold has a (vector) velocity equal to the mean curvature. From the variational
characterization of the mean curvature vector (Equation (1.14)), we infer that this flow reduces the
total area of a submanifold in the fastest way possible.

Definition 2.1.1. (Mean curvature flow) Let M be a C* manifold, k > 2. A family of C*-embeddings of
M into R"
F:Mx[0,T] - R"

is said to be a mean curvature flow if

OF
o (@ 0) = H(F(2,1), F(M. 1))

where H(F(z,t), F\(M,t)) is the mean curvature vector of My = F(M,t) at xy = F(x,t) as in (1.15).
The mean curvature flow equation can be written equivalently as :

oF

E(xﬂﬂ = AgtF(xa t) (21)

where A, is the Laplace-Beltrami operator. By the theory of pseudo-parabolic PDEs (see [21,
Chapter 3]), Equation (2.1) has a smooth solution defined on a nontrivial time interval.
Examples of mean curvature evolutions:

1. Minimal surfaces, i.e. surfaces such that "H = 0": the mean curvature flow is constant equal
to the initial submanifold.
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2. Spheres: the motion by the mean curvature flow of a d-sphere in R" of radius R is the family
of spheres of radius R(t), where

R(t) = VR2 —2dt, te[0,R?/2d).

3. Cylinders: let S% be a k-sphere of radius R and define C := S& x R™, where k +m < n.
The motion of the cylinder Cr, is the family of cylinders Cr;) = SE( p X R™ where

R(t) = VR2 — 2kt, t¢€[0,R?/2k].

4. Translating solitons: they correspond to mean curvature flows of hypersurfaces satisfying
H(z) = (i(z), v) 7i(z)

along the flow, where v is a constant vector in R” and 7 is the normal (to the submanifold)
at the point z, see [31, 26, 29] for more details and illustrations.

To see why spheres move in such a way, first we note that the mean curvature equation (2.1) is
invariant under isometric transformations, hence, if starting from a sphere, the flow must be a
flow of spheres at any time (as long as it exists). We now compute the radius of the evolving
sphere, denoted by R(t). We recall that, for a d-sphere in R", of radius R, one has for any x

x

The mean curvature vector is pointing inward, hence the radius is decreasing (which is not sur-
prising as the area decreases along the flow) and 0, R(t) = —|H|. Thus,

OiR(t)?> = 20;R(t)R(t) = —2|H|R(t) = —2d

which yields R(t)? = R(0)? — 2dt and concludes the proof. We use the same reasoning (i.e. ex-
ploiting the symmetries of the equation) to deduce the law describing the evolution of cylinders.

In the following, we list out some of the important results regarding the mean curvature flow
of submanifolds. We start with the case of curves in R?.

Theorem 2.1.2 (Grayson, [26, 27]). The mean curvature flow shrinks embedded closed curves in R? into
single points in finite time. The extinction time is equal to A/2m where A is the area of the region enclosed
by the curve.

For hypersurfaces, we have the following result:

Theorem 2.1.3 (Huisken, [30]). A hypersurface is said to be mean convex if H - i > 0, il being the
inward normal vector. The mean curvature flow shrinks compact mean convex hypersurfaces of R™ into
round points in finite time, i.e when rescaling to have a constant volume inside the hypersurfaces, the flow
converges to a (n — 1)-sphere.
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Figure 2.1: Appearance of singularities in a mean curvature flow.

2.1.2 Appearance of singularities

From the previous theorems, one could think that the mean curvature flow transforms every com-
pact submanifold into a point in finite time. However, apart from closed curves in R? and mean
convex hypersurfaces, there is no guarantee that the flow shrinks to a point in finite (or even in-
finite) time. Often, the mean curvature flow develops complex singularities in finite time. Before
exhibiting an example, we first need to recall two of the main results on mean curvature flow.

Theorem 2.1.4 (Comparison principle). Let M and N be two compact hypersurfaces of R™. If M and
N are disjoint then their mean curvature flows are disjoint.

Proof. The proof is an application of the comparison principle valid for parabolic PDEs [40, Theo-
rem 2.2.1]. O

Proposition 2.1.5 (Angenent torus, [7]). Under the mean curvature flow, there exists a torus of R? that
shrinks homothetically to a point in finite time. Every torus with this property is called an Angenent torus.

Following Angenent, we are now able to construct in R? an example of a mean curvature flow
that develops a singularity in finite time. We consider as in Figure 2.1:

1. a surface diffeomorphic to S? with a neck;
2. an Angenent torus circling the neck of the surface;
3. two spheres inside the surface, one on each side of the neck.

We choose the radius of the spheres big enough so that the flow of the torus disappears before the
flow of the two spheres. The spheres shrinks to their centers, hence by the comparison principle
(Theorem 2.1.4), the spheres prevent the surface from passing through the torus during the flow.
Thus, the neck pinches at the extinction point of the torus as shown in Figure 2.1.

2.2 Weak mean curvature flows: Brakke’s approach and Kim & Tone-
gawa’s adaptation

To extend the definition of the mean curvature flow beyond singularities, several approaches have
been proposed that yield weak notions of mean curvature flow:

e The Brakke flow [12, 36], defined in the setting of rectifiable varifolds and for arbitrary codi-
mensions. It is obtained as the limit of approximating flows constructed by successive push-
forwards applied on an initial varifold, with velocity equal to the approximate mean curva-
ture (Definition 2.6).
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e The level set formulation, based on an implicit representation of the evolving interface and
the PDE satisfied by this representation [22, 23, 25, 24, 18, 6].

e Phase fields methods, based on diffuse representations of evolving interfaces and associated
reaction-diffusion PDEs [3, 33, 28].

e The elliptic regularization of the mean curvature equation [35].
e A discretization of the mean curvature equation in the BV setting [38, 4, 20].
e De Giorgi’s method of minimal barriers [19, 6, 11, 10].

Further references and details can be found in [9, 44].

Among the above mentioned approaches, only Brakke flows, level set flows, and flows based
on De Giorgi’s barriers can be considered in higher codimension. However, Brakke flows seem
more easily extendable to handle the case of unstructured data such as point clouds.

Based on a precise study of the Brakke flow, and the adaptation due to Kim & Tonegawa, we
have been able to propose the construction detailed in this manuscript of mean curvature flows or
approximate mean curvature flows valid for general varifolds, including point clouds and surfaces
with singularities, in arbitrary codimension. More precisely, Chapter 5 contains the following: for
any varifold with compact support and arbitrary codimension

1. we provide a definition of a time-discrete approximate mean curvature flow with respect to
a scale of approximation € > 0 and a time subdivision 7T

2. we provide a definition of an approximate mean curvature flow with respect to ¢ as a limit
of the flow constructed in 1. when the time step §(7) — 0.

3. we consider the measure defined in 2. coupled with the time measure dt and exhibit a limit
as the scale of approximation ¢ tends to 0. Under a rectifiability assumption on the limit
measure, we prove that it satisfies a spacetime Brakke inequality. This limit measure can be
interpreted as a spacetime track of a generalized Brakke flow.

Kim & Tonegawa adapted Brakke’s construction in the codimension 1 case when the initial
datum is a boundary of an open partition of R" (Definition 2.2.3). They managed to construct a
Brakke flow that is not trivial, i.e. does not vanish instantly (see Section 2.2.6). We give below a
brief overview of their construction, based on [46, 36], because it is important for our own con-
struction. As we go along, we highlight the changes with respect to the original construction of
Brakke.

2.2.1 Definition of Brakke’s mean curvature flow

Let (M¢)e[o,r) be a mean curvature flow (section 2.1) and (M;)c(o,7] the associated family of vari-
folds, i.e. M; = H‘th ® 07 M,, ¥t € [0, 1]. The idea behind Brakke’s solution to the mean curvature
flow is to look for an integral version of the mean curvature equation (see [46, Section 2.1] for more
details). In the measure theoretic setting, the quantities

{[ ewnany). ecm xp.1.m9)
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fully characterize the family (M;);cjo,7] of measures in R™. Taking the derivative when ¢ €
CHR" x [0,T],R") gives:

6t/ o(y.t) dH(y) = 6 (My, @) (H(-, M) + | Opp(y, t) dH(y)

My My
:/M (sO( t) divr, s, H(y, Mi) + Veo(y,t) - H(y, My) + Orp(y, t)) dH(y)
— Mo OH (M) + [

| (@MY (Tl 1)) 1, Mo +010ly.0)) 1),

where we used (1.13) with X a compactly supported smooth extension of H (-, M;) on R”. From
(1.14) we obtain

0 [ ooy dkl0) = [ (ol D MO P+T M) (Violy. ) H . MO +01(0.0)) dH ).
My M

(2.2)
Integrating between ¢ and t; in the interval [0, T'] gives
_t2 to
I ) [ = [ e 0 MOR + (B0 (Fly.) - Hp M) i
+ / Duiply £) dH (y) .
t1 M,y
(2.3)

One can prove (see [46, Chapter 2]) that any family of submanifolds (M;)c[o, ] whose spacetime
track is C? and satisfies (2.3) is a classical mean curvature flow. This proves the consistency in the
regular case. Equation (2.3) leads naturally to a weak notion of mean curvature flow for varifolds
of bounded variation provided by the following definition from [46, Section 2].

Definition 2.2.1. A family (Vi),cjo,r) C Va(R") is called a Brakke flow if,
1. Forae. t €[0,T], V; is integral.
2. For any compact K and t < T, supcpo 4 || Vs]| () < .
3. Fora.e. t € [0,T], V; has locally bounded first variation and ||§V;|| < ||V4||.

4. H( Vi) € L2, (Vi) x di).

€31

- (Vi)eejo,r) satisfies the Brakke inequality, i.e. for 0 < t; <ty < T and ¢ € C}(R" x [0, T],R"), we
have

Wallel | < [ el 01 VR + Tt ) 1o Vi) + B, 1) dIVil )i
(2.4)

We make the following comments about the definition:

25



Brakke worked in [12] with rectifiable varifolds, and with the inequality:

DT |[Vall((- 1) < /Rn —o(y, OIH(y, VOI? + (T, V)" (Ve(y, 1) - H(y, V) d|Vell (), (25)

where D is the upper derivative.

The absence of (T, M;)" in inequality (2.4) compared to (2.5) is due to the orthogonality of
the mean curvature of integral varifolds [12, Theorem 5.8].

Brakke as well as Kim & Tonegawa use an inequality to characterize the flow, instead of
an equality as in (2.3). The reason behind is to allow sudden loss of mass and changes of
topology (cf. Section 2.2.6 for illustrations). The main problem arising from this convention
is the possibility that the construction gives a trivial Brakke flow, i.e. V; = 0, Vt > 0. With
Brakke’s construction, the triviality issue is not excluded even in the very regular case, in
contrast with Kim & Tonegawa’s approach.

In order to introduce more flexibility, Brakke worked with an upper derivative instead of a
strict derivative, whereas Kim & Tonegawa used an integrated Brakke inequality to avoid
the differentiation of ||V}||. An interesting consequence of Kim & Tonegawa’s choice is that
the definition can be more easily extended to handle a velocity of the form i +v, where v is a
time independent integrable vector field. We note that both definitions (Brakke’s inequality
with derivation or integration) are somehow equivalent, see [37] for details.

Brakke also showed that in the case where the initial datum is integral, the constructed flow
is integral as well, hence the inequality holds with no orthogonal projection in (7}, ;).

Brakke’s flow is obtained as the continuous limit of an iterated discrete two-step scheme. The

first step involves a de-singularization map (Section 2.2.3) and is essential to go beyond singu-
larities. The second step uses a map with velocity equal to the approximate mean curvature (see
Section 2.2.2). According to the choice of a de-singularization made during the construction, sev-
eral possible flows can be obtained in the limit, see Figure 2.2.

W*Q*Q
d
o

Figure 2.2: Non-uniqueness of the Brakke flow.

2.2.2 Approximate mean curvature

Define for each ¢ € (0, 1):




and consider a truncation of ®. supported on the unit ball, denoted by ®.. The approximate mean
curvature vector at a point x € R” of a varifold V' with finite mass is defined by Kim & Tonegawa
as follows:

he(z,V) = (® % ho(-,V))(z), where h.(y,V) = — (OV + 2.)(y)

(VI ®<)(y) +

The double convolution adds regularity, the € in the denominator allows to define the approximate

mean curvature on all R”, even when (||V]| * ®.)(y) = 0.

We note that the original definition of Brakke has no ¢ in the denominator, it uses instead a non-
|z

€2 + |z

B(e). The choice of a Gaussian kernel is made so that the derivatives of the kernel are bounded by

the kernel up to ¢ to a negative power. Hence ||h.||c2 is bounded by a negative power of ¢.

5 forany y € R".  (2.6)

truncated Gaussian-like kernel of the form exp ( - ), up to a normalization constant

The approximate mean curvature h. enjoys a C' boundedness property, stated as follows:

Proposition 2.2.2. [46, Lemma 4.2] Let M > 0 and V' € V4(R"™), assume that ||V||(R") < M. There
exists a constant ¢ depending only on n and M such that

sup {52\h6(a:, V)|, 54\Vh6(x, |} <e.
z€R™,e€(0,1)

The previous property implies that, for a small At, the map Id + Ath, is CL.

2.2.3 De-singularizing maps and open partitions

To introduce the de-singularizing maps, we first introduce the notion of open partitions. The
following definition corresponds [36, Definition 4.1] with an extra condition on the boundedness
of the boundary to simplify the presentation. In other words, we impose that one and only one of
the open sets of the collection is unbounded.

Definition 2.2.3. Fix N > 2. A finite and ordered collection of sets & = {F;}_, in R™ is called an open
partition of N elements if:

1. Ei,..., En are open and mutually disjoint,
N

2. H ! (R"\ U EZ> < 00,
i=1

N
3. U OE; is countably (n — 1)-rectifiable and bounded.
i=1
The set of all open partitions of N elements is denoted by OP™.
N N N
The fact that 7" ! <]R" \ U EZ> < oo implies that R" \ | E; = | OE;.
i=1 i=1 i=1

We now introduce a set of maps that preserve the set of open partitions:

Definition 2.2.4. (Admissible functions [46, Definition 4.4]) Given £ = {E;}}L., € OPYN, a function
f+ R™ = R" is called E-admissible if it is Lipschitz and satisfies the following. Define E; := int(f(E;))
for each i. Then:
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(a) {E;}N | are mutually disjoint,
N _ N

(b)) R*\ U E; C f(U 0E;).
i=1 i=1

We denote f,£ := {F;}¥, and it is easy to see that f,£ € OPN. Also, we denote f,(0E) := Df.E.

Now we introduce the definition of the de-singularizing maps, also called "area-reducing ad-
missible functions". Before that, we first introduce a set of test functions and vector fields that
allow to localize the operation f,.

Definition 2.2.5. (Restricted test functions and vector fields, [46, Definition 4.7])
For j € N, define

Aj = {p € C*(R",RT) : p(x) <1, [Vo(2)| < jp(a), [V?e(2)] < jo()forallw € R™},

Bj == {g € C*(R";R") : |g(2)| < 4, | Vg(@)ll < 5, [V?g(x)|| < jforallx € R" and ||g|| 2gny < j}-
Definition 2.2.6. (Area-reducing admissible functions [46, Definition 4.8]) For € = {E;}Y., € OPN and
J € N, define E(E, j) to be the set of all E-admissible functions f : R™ — R™ such that:

1. |f(z) —x| <j7% Vo eRYy
2. LYEAE) <jforallie {1,...,N}, where {E;}N, = £.&;
3. 0f:€ll(p) < 0€]|(p) for all p € A;.

We now define a measure of how much the operation f, can change the total mass of an open
partition.

Definition 2.2.7. For £ € OPN and j € N, we define

A |0E] == A;]|OE||(R™) :=  inf OfEI(R™) — ||JOE](R™)) .
O] = AgllOENRY) = inf  (19LENRT) — [[OE](R™))

As f=id e E(€,j), Vj € N,we have A; <0, Vj € N.
We make the following comments about the definitions:

e Condition 2 in Definition 2.2.6 has no equivalent in Brakke’s work, since Brakke uses rec-
tifiable varifolds of arbitrary codimensions. In Brakke’s work, the operation f, is replaced
by a standard varifold push-forward. Brakke distinguishes two models: the normal (i.e.
standard) model and the reduced mass model. In the first model, the image varifold of a
rectifiable varifold V' is f4V. In the second model, the image varifold is the varifold asso-
ciated to spt f4x V. The major difference between the two is that the second model does not
change varifolds with zero mean curvature, see [12, Appendix C4] for details.

e (About condition 3 of Definition 2.2.6). As ¢ = 1 € A, for all j, we have ||0f.E||(R") <
|0€]|(R™), hence the decrease of the mass. Moreover, f cannot move smooth parts for j
large enough and operates only around singularities (see [46, pp. 57-58] and [12, Theorem
4.15 ]). This explains why we qualify such functions as "de-singularizing". In figure 2.3 we
present the effect of the de-singularizing maps on some famous configurations (junctions).
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(a) (b)

Figure 2.3: Two examples of de-singularization operations [46, p. 56].

2.2.4 Construction of the approximate flow

With the definitions that precede, we can construct an approximate flow starting from any open

partition of finite mass. Given j € N, we choose ¢; ~ j % and At; ~ 5?"*20 (the choices are justified

in [36]); we choose for simplicity At; of the form 2777, p; € N, Vj € N. Let £ € OPY be such that
N

HH(OE) = H ! <U 8E¢> < 00. We define an approximate flow (9&; i), k € {0, ... ,jAt;l}

i=1
inductively as follows.

1. For k =0,set & := & and 0 := OE.

2. Assuming inductively that £; ;,_; is defined until some &k € {0,...,j Atj_l}, choose

fik € E(&jr-1,7)

such that
10(f)wEj i1 ||(R™) — |0&; k-1 |(R™) < (1 — 57°)A;(|0E; k1], (2.7)

and define
gj*,k = (fj,k)*5j7k_1.

3. Define f;4(z) == = + Atjhe; (€7, x), for j large enough the map fjx is a diffeomorphism,
then define

Ejk = (i) #E k-

Studying the change of the mass of the flow (9€; x), under the two operations above gives the
following result, which combines [46, Lemmas 4.15 and 4.16].

Proposition 2.2.8. Given £ € OPY such that H" " 1(0) < M < oo, j € N. Forej ~ j¢and
Aty ~ e3"20, the flow (DE; k). satisfies:

10€; kI(R™) — [|O€; k—1]|(R™) / D, % 6(0E;1)]? (1—3575)
: : L dr— ASE o il < e(n, M)e; (2.8
At; B T R V3 il = cln, My (28)

29



0&; — |0 1. 1
j
fork € {0,... ,jAtj_l} and ¢ € Aj;.
Inequality (2.9) is the discrete analogous of
to
24 10) = M) < = [ [ GlHC MR + TMEV - HE M)kl (@10)
t1 n

satisfied by any d-mean curvature flow (M;);> and for any ¢ € C}(R", R™).

We make the following comments about the construction:

e The factor (1—j *5) is somewhat arbitrary; as the minimizer of A; may not exist, one chooses
a map that is almost a minimizer.

e The construction works fine for £ with H*~1(9€ N B,) < e, Vr > 0 for some ¢ > 0, up to
some slight changes. We adopted the finite mass case (as in [46]) for its simplicity.

e The construction of the approximate flow, ignoring the de-singularizing step, makes sense
for any type of varifolds. One can construct an approximate flow starting from any arbitrary
varifold and get the estimates (2.8) (without the term in A;) and (2.9), this is precisely the
starting point of the work presented in chapter 5.

2.2.5 Convergence to a Brakke flow

It is convenient to define the approximate flow for all ¢ € [0, j],j € N, instead of discrete times.
Define
gj(t) =Gk if te ((k’ - 1)Atj, kAtj] (2.11)

for k € {0,... ,jAtj’l}, and consider the boundary 0&;(t) of £;(t) for all t € [0, j]. We now discuss
the convergence of the flow represented by 0€;(t), and the proof that the limit flow is a Brakke
flow (Definition 2.2.1). For simplicity, we restrict the study on a time interval [0, '], with T" dyadic,
and we give a sketchy proof in several steps.

Step 1: Convergence of the mass measure 9&;(t),c(o,7) and the proof of property (2) in Definition
2.2.1.

Note that the second and third terms on the left hand side (LHS) of (2.8) are positive, and removing
them from the inequality gives:

1€ (BII(R™) < OE[I(R™) + ¢(n, M)Atje;. (2.12)

Therefore, [|0€;(t)||(R™) is bounded for any j € N. By Banach-Alaoglu compactness theorem, one
deduces the convergence of ||0&;(t)||(R™), up to an extraction depending on ¢ € [0, 77, to a Radon
measure £(t) on R™. The next goal is to find a subsequence (j’) allowing the convergence inde-
pendently of t. Let D be the set of dyadic numbers in [0, 7. By a diagonal extraction argument,
one can choose a sequence (j') for which 9&;(t) converges for every ¢t € D to a limit measure,
denoted by x(t), t € D. The following continuity result allows to extend the definition of x(t) to
all ¢ € [0, 7] and to prove that

1085/ (t)]| — p(t) forall ¢ € [0, T).
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Lemma 2.2.9. [46, Lemma 4.18] Let ¢ € C?(R™,RT). Define

9(t) = u(t)(9) =t V¢l 0] (R™).
Then g is a monotone decreasing function on D.

Taking the limit in (2.12) we prove that i (¢)(R") < [[0€]|(R™) < oo for all t € [0,T]. We note that
the sequence 0&j(t) does not converge necessarily. In fact, we are not sure of the existence of a
sequence (j') not depending on t allowing the convergence of 9&;/(t) for a.e. t € [0, 1]. The reason
behind is that we do not dispose of a continuity property for ¢ — lim; 9€; (t) similar to Lemma
2.29.

If V(t) denotes the limit of O€;(t) under any extraction, we already know that

IVOIR") = p(t)(R") < oo Viel0,T]

which proves property (2) of Definition 2.2.1. The interested reader might refer to Proposition
5.3.10 for a similar and detailed proof of Step 1 (slightly adapted to our context).

Step 2: Proof of properties (3) and (4) of Definition 2.2.1.
We start with a property that links up h.(-,V) to 6V.

Lemma 2.2.10. [36, Proposition 5.5] There exists ¢y € (0,1) depending on n and M with the following
property. Consider V € V,,_1(R™) with ||V||(R") < M, € € (0,e9), g € B; (Definition 2.2.5) and j € N

satisfying e < (2j)~5. Then we have
1
</ D, * 5V |2 >2
————dz | .
n @ ||V +¢
We note that by integrating 2.8 between 0 and 7', and removing the positive term —A;, we have:

., * 5O (1))P
dzdt < ||0E||(R™) + Te(n, M
// 5 e s |0€|(R™) + Te(n, M)e;

N
N

| [ b gdlVl+ov(g)] <<t e
Rn”

Fatou’s lemma implies that

dx < oo fora.et e [0,T]. (2.13)

lim inf
J

/ |, = 3(9E;(1))[?
n e, x |08 (1)]] + &5

The following formal estimate is stated and proved rigorously in [36, Section 5]:

1B+ 5(DE; ()2 [@c, * 6(9€;(t))[?
e 2d v j J d(D. « ||V]]) ~ J J dzx. 2.14
frvrami~ f R R 9 TG e R

For a generic ¢t € [0, 7], let (j;)jen be a sequence such that 9, (t) converges, denote its limit by
V(t), and assume in addition that

lim sup (2.15)

J

/ [P, * 0(0E;, (1))
n (pejt * Hagjt (t)H + &5y
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From Lemma 2.2.10 with V' = 0, (t) and estimates (2.15) and (2.14), one can prove for a.e. t €
[0, 1] that V' (¢) has bounded first variation,

SV ()(X) = - K H(,V@®))dIVH)l vX € C;(R",R"),

and that

[ varavo) <imsy [0 * (08, (1)I*
n j n (I)Ejt * H(%’Jt (t)H + €5,

This concludes step 2.

Step 3: proof of the integrality of the limit (property (1) Definition 2.2.1). Let (V' (¢)):e[o,r) be as
defined in step 2. The proof of Kim & Tonegawa is a direct adaptation of the original proof of
Brakke to the case of open partitions.

Integrating (2.8) in time, after removing the second term of the LHS, gives

T (4 _ -5
[ S Aol < Tetm e, + e e,

’ 1 — 0, one has

Thus, for any sequence (o) en such that lim At o
j

T
lim/ ‘Aj 1€l ’aj_ldt ~0.
7 Jo
thus possibly choosing a further subsequence

lim A[|€;(t)le; ' =0, Vt € [0,T]. (2.16)
J

Fix a generic ¢t € [0, 7], we know from step 2 that V' (¢) has bounded first variation. Then if we can
prove that the density of V' (¢) is bounded from below, Allard’s rectifiability theorem [2, Theorem
5.5] implies that V() is rectifiable. To do so, we assume by contradiction that the density of V()
is not bounded from below; hence, for any ¢ > 0 there exists a set A of positive measure such that
IVON(B(x,r)) < cr™ 1, ¥r >0, Vo € A.. We recall that V(¢) is the limit of 9€;(t); then for any
constant ¢ > 0, for j large enough, there exists a set A; . of positive measure (almost equal to the
measure of A.) such that

108;(O||(B(x,7)) < er™ 1, ¥r >0, Vo € Aj.

On the other hand, one can prove that there exists a constant ¢ > 0 depending on n such that, if
10€;(t)[|(B(z,7)) < ér"~!, then there is a de-singularizing map which reduces the mass by 1/2 in
B(z,r). This means that there is a de-singularizing map that reduces the measure of 0&;(t) by 1
times the measure of A; . and this contradicts (2.16) for o; = 1 (which says that 0&;(¢) is almost
a minimizer). The proof of the integrality is delicate and uses several arguments from geometric
measure theory, we refer the reader to [46, Section 4.8] for a brief explanation of the proof and to
[36, Section 8] for a complete proof.

Step 4: proof of the Brakke inequality (property (5) of Definition 2.2.1).
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Fix a test function ¢ € C}(R" x [0,T],R") and assume without loss of generality that ||¢||o < 1.
Define ¢; = ¢ + i~ !, i € N; for i large enough we have | ;|| < 1. Moreover, one can prove that
there exists jo such that ¢;(-,t) € A;, Vj > jo and Vt € [0,T]. To prove the Brakke inequality, we
plug ¢; into the discrete Brakke inequality and take the limit first in j then in <.

Plugging ¢;(-,t) into (2.9), using (2.11) we obtain for any ¢ € D:

10£;()1(i (- 1)) = 10€;(t — At;)[[ (i () < At;6 (085(2), @i(,1)) (he, (-, 08;(1))) + Atﬁ?

Therefore,

0& it oD, 1985 = Aty (il 1) — il t = Aty)) o1

< Atj(s (85j(t)7@i('7t)) (hE](aagj(t))) + Atjsjg'
Formally we have
1085t — M) (91 1) = @it — Aty)) ~ ALt — Aty)| Dupil-t = Ay)) . (218)

Let t1,t2 € D be such that ¢; < ¢, and take j large enough such that ¢, — t; is a multiple of At;.
Summing (2.17) from t; + At; to t2 and using (2.18) and (2.11) we obtain

s=t2 t2— AL,
log et = [ 108,01 @)

s=t1 1—At;
to

< [ 0(0E(t), @il 1)) (he, (-, 0E;(+,1)))) dt + (t2 — t1)e} -

t1

S oo

By the uniform boundedness of the mass and the varifold convergence, we can prove that the limit
of the LHS when i, j — oo is

IV (#2)[[( (5 t2)) = IV (E) I (e(5 £1)) — /ttz IV (I (Op(-, 1)) dt.

The second term of the right hand side (RHS) tends to 0. The first term of the RHS converges to

/tQ / —o( )[H (- V(E)]? + Vel t) - H(-, V(1)) d|V(t)] dt.

The proof relies on step 2 and estimates from [36, Section 5], we refer the reader to [36, Section 9]
for the details. We deduce by density the Brakke inequality for arbitrary ¢; and t,, and this finishes
the proof of step 4.

In our context, the proof of step 4 will be slightly adapted to prove a spacetime Brakke inequality
for the limit flow constructed in this thesis (see the proof of Proposition 5.3.13 for details).

2.2.6 Triviality/non-triviality of the limit flow

A major issue about the Brakke construction is the triviality issue. In fact, even in the simple case
of a sphere, we have no guarantees that the constructed Brakke flow is not trivial.
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4

Figure 2.4: Triviality of the flow of the line segment.

One of the well-known cases where the instant vanishing of Brakke flows occurs is the case of
embedded non-closed compact curves of R%. We consider the example of a line segment for sim-
plicity: let C' be the natural varifold associated to the line segment [—1,1]. We will prove that
any Brakke flow starting from C' is trivial. To do so, consider the sequence of varifolds C;,j € N
associated to the ellipsoids (see figure 2.4 for illustration)

(L4571 (cos(t),j 'sin(t)) , t € [0, 1].

By Theorem 2.1.2 we know that the extinction time of C;, under the mean curvature flow, tends
to 0 as j tends to co. On the other hand, by the avoidance principle of Brakke flows to mean
curvature flows ([35, Theorem 10.5]) we deduce that the Brakke flow of C' vanishes immediately.

Kim & Tonegawa showed, mainly using Huisken’s monotonicity formula ([46, Theorem 3.4]), that
their constructed Brakke flow is nontrivial. The proof consists of two steps:

1. The open sets evolve continuously in time.
2. The constructed Brakke flow is equal to the boundary of the evolving open sets.

The nontriviality result is the core of the work of [36]. In the following theorem, the notion of
"open partition" refers to [36, Definition 4.1], i.e. no boundedness condition on the open sets is
imposed.

N

Theorem 2.2.11. [36, Theorem 1.1] Let £ = |J E; be an open partition such that the mass of OE is finite

i=1
N

or grows at most exponentially near infinity. There exists a family of open partitions E(t) = |J E;(t) such
i=1

that:

2. 0E(t) = \J OE;(t) is a Brakke flow in the sense of Definition 2.2.1,
i=1

3. Foranyie {1,...,N}, t — E;(t) evolves continuously with respect to the Lebesgue measure.

In chapter 6, we prove in codimension one a non-triviality property for the flow that we in-
troduce and study in this manuscript. The proof involves an approximate comparison principle
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with respect to evolving spheres. Roughly speaking, if (V:()).c(o,7] is the constructed approxi-
mate mean curvature flow, and (B(t)),c[o,7] is the flow of balls associated to mean curvature flow
of spheres, we have

IVe(t2)[(B(t2)) < [Ve(t)[[(B(t1)) +¢, where 0 <ty <ty <T.

Combining the approximate avoidance principle with the relative isoperimetric inequality allows
us to prove the nontriviality result.
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Chapter 3

Contributions and perspectives

This PhD work adresses the possibility to extend to general data, in particular discrete data such
as point clouds, the notion of mean curvature flow.

Our first contribution is a result of consistency for the flow obtained from a (space) volumetric
discretization of smooth submanifolds flowing by mean curvature.

Our second and main contribution is the construction and the analysis of two new Brakke-type
flows:

1. A time-discrete approximate mean curvature flow depending on a scale of approximation ¢
and a subdivision of the time interval;

2. A time-continuous approximate mean curvature flow depending only on ¢, constructed as
the limit of the time-discrete flow when the time step tends to 0.

These flows have the interesting and new property (in contrast with the original Brakke’s or Kim
& Tonewaga’s flows) that their construction is valid for fairly general data with compact support:
point clouds, singular surfaces, volumetric varifolds, etc.

We also study the limit as ¢ — 0 of the time-continuous flow and some properties of the
resulting flow, which under certain conditions is a spacetime Brakke flow.

In what follows, we give a slightly more detailed summary of our results.

3.1 Approximate Brakke equality for a volumetric discretization of mean
curvature flow

We prove in Chapter 4 a consistency result for the mean curvature flow obtained from a space
discretization of a smooth flow. More precisely, we discretize using volumetric varifolds defined
in (1.5) the mean curvature flow of a C3 submanifold of R", and we prove the validity of an
approximate Brakke equality for the discretized objects considered with their approximate mean
curvature (see Definition 1.18) that makes more sense in a discrete setting.

Theorem (Thm 4.0.1, Chap 4). Let M be a C3 closed d-submanifold in R, let M(t)sejo,1) be its mean
curvature flow (Definition 2.1.1 ), and M (t),c[0,1] the varifolds associated with the family M(t),c[01)- Let
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KC1, be a mesh of R™ of size h € (0,1) and V},(t) a discretization of M(t) for every t € [0,T] (Definition
1.5).
Let e,y € (0,1) be such that h < Je, and

o v < (8(1+ Cz/d)) ., where Cyy bounds the Ahlfors reqularity constant of M(t), ¥t € [0, T7;

e 7 < max  (AN(z,t))7t, where \(x,t) is the maximal principal curvature of M(t) at z;
zeM(t), t€[0,T]
Cy
o B>~2%C3(Lip(¢) +1), where 8 =min {&(s)|s € [ 04 ,5]} > 0.
Then, the following estimate holds:
to
V@)~ V@I + [ [ ol e Vi) = Vi) - Hete V)l V0 @)

< Clglles x| AGIO,VA(0) + (M)} B ~ M) | (R) + (12 — 1) MO R" )+ 75)).
(3.1)

for every p € C2(R™",RY) ,0 < t1 <ty < T, where C depends onn, d, v, B, ||pllc2, |I€]lcr, Co and other
constants depending on the C3-norm of M.

3.2 Approximate mean curvature flows of a general varifold, and their
limit spacetime Brakke flow

This section summarizes the main contributions of the thesis on approximate mean curvature
flows that are presented in chapter 5:

1. Starting from any varifold of any codimension and finite mass, we give a definition of a
time-discrete approximate mean curvature flow with respect to a scale of approximation
and a time subdivision.

2. Starting from any varifold of compact support and of arbitrary codimension, we give a def-
inition of an approximate mean curvature flow with respect to a scale of approximation
obtained as a limit of the flow constructed in 1. The constructions 1 and 2 give sense to an
approximate mean curvature flow for general data: point cloud, singular surfaces etc.

3. We introduce the definition of a spacetime Brakke flow. Roughly speaking, it consists of a
generalization of the spacetime track of a Brakke flow. If we denote by (V.(t)):c[0,1) the flow
constructed in 2, then lim V(t) ®dt is a spacetime Brakke flow given its R" x G4 ,-component
is rectifiable.

We now give a sketchy presentation of our achievements. We keep the same definition of the
approximate mean curvature vector as in [36] (Definition 2.6).

Thanks to :
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e the estimate ||h:(-, V)| < a1||[V|[(R")e™ for any V € V4(R"),e € (0,1) and for some

constant ¢; depending only on n,

e the fact that the push-forward by the map Id + Ath, increases the mass at most linearly in
time (this is due to the fact that we approximate a MCF);

one can define a time-discrete approximate mean curvature flow as follows:

Definition (Time-discrete approximate mean curvature flow, Def 5.1.4, Chap 5). Let M > 1, ¢ €
(0,1) and a € (0, 1]. Consider a subdivision T = {t;}I", of [0, a] (Definition 1.1.1) and assume that

C55(T) < (M + 1)_358 with 6(T) = 11322X t; —ti—1 . (32)
for some constant c5 depending only onn. Let Vo € Vyg(R™) satisfying || Vo[ (R™) < M. Define (Ve 1(t:)),_o._

by Vo (0) :=Voand, fori=1,...,m,

Ver(ti) == figVer(tic) with  fi=1d+ (ti —ti—1)he(, Ver(ti-1)) -

We then define the family (V. 1(t)), c[0,a Dy linear interpolation between the points of the subdivision, and
we call it a time-discrete approximate MCF:

Ver(t) = [Id 4+ (t — ta)he (-, Ver (8)] oy Ver () if T € [t tigal.

(3.2) is a technical condition allowing to define the push-forwards and guaranteeing at each
time that the mass is bounded by M + 1.
The following proposition encompasses the obtained results on the stability of the time-discrete
approximate MCF with respect to the subdivision and the initial datum.

Proposition 3.2.1 (Stability, Prop 5.1.16, Chap 5). Let € € (0,1), M > 0. Let Vi, Wy be two varifolds in
Va(R™) with ||Vpl|(R™), [|Wol|(R™) < M. Let Ty = {t;}]" and T = {sj}gnzll be two subdivisions of [0, 1]
satisfying (3.2). Let (Vz, 73 (t))iefo,1) (resp-(We 1 (t))ie(o,1)) be the discrete approximate MCF with respect
to T (resp. T2) starting from Vg (resp. Wo).

If we set

0 = max{0(71),(72)},
we have
A(Vep (£), We g (1)) < A(VO,WO)exp(tC’»s_"_7) + Ctoe™ 1 exp(tCs_"_7), (3.3)

forallt € [0, 1] where C' is a constant depending on M and n.

3.2.1 Approximate mean curvature flow for general varifolds

Thanks to the stability result 3.2.1, we prove that the time-discrete approximate mean curvature
flow converges to a unique limit when the time step tends to 0 (with ¢ fixed). The next result
summarizes Theorem 5.2.1 and Proposition 5.2.5.
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Theorem (Convergence to approximate MCE, Thm 5.2.1 & Prop. 5.2.5). Let ¢ € (0,1), M > 0.
Let Vo € Va(R™) of bounded support with |[Vo[(R™) < M. Let (7). be a sequence of subdivisions of
the interval [0, 1] with step tending to 0 and consider (Vz, 1 (t))sejo,1], the discrete approximate MCF with
respect to T; starting from Vj.

Then, as j — oo, V¢ 7:(t) converges on [0, 1] to a unique limit that we denote by V.(t) and call the approx-
imate MCF of V.

In addition, V(t) satisfies a Brakke equality with respect to h., i.e.

t2

V6 ota)) = IVl t0) = [ S0 )b Vet [ [ Zotydlvicolar

t1
(3.4)
forall p € CL(R™ x [0,1],RT)and 0 < t; <t3 < 1.

3.2.2 Spacetime Brakke flows

Before we resume the presentation of our results, we need to introduce some definitions.

Definition (Spacetime first variation and mean curvature, Def. 5.3.1).
Let X € CY(R™ x [0,1],R") and X be a finite Radon measure on (R"™ x Gg,, x [0, 1]). The spacetime first
variation of X in the direction X is defined by:

SA(X) = / divg X (y,t) dA(y, S, t).
R xGq,pn%[0,1]

If the functional 5\ : C1(R™ x [0,1],R™) — R is bounded with respect to || - ||oo then by Riesz represen-
tation theorem and Radon-Nikodym decomposition, we can assert the existence of a vector field h(-,-, \) in
LY(R™ x [0,1],R™, d||\||) such that

/ dvs X ) DS == [ X byt NN+ 00,00 63
R xG g,y x[0,1] R”x[0,1]

VX € CHR™ x [0,1],R"), where || A|| = I\, II being the canonical projection from R™ x Gq., x [0,1] to
R™ x [0, 1], and (0))s is a vector-valued Radon measure singular with respect to ||\||. The vector h(-,-, \)
is called the spacetime mean curvature of \.

We now introduce the notion of spacetime Brakke flow. One can think of this notion as a
generalized spacetime track of Brakke flows.

Definition (Spacetime Brakke flow, Def 5.3.4, Chap 5). Let A be a finite Radon measure on R"™ x G, X
[0, 1]. X is called a spacetime Brakke flow if:

(i) There exists (u(t)),eqo,17, @ family of Radon measures on R™ (we call it the mass measure of A), and
(V(w,t)) (1) R x [0,1] @ family of probability measures such that X\ = u(t) @ v(,4) @ dt.

(13) O\ is bounded and (0X)s = 0.
(iii) (Integral Brakke inequality). For any ¢ € CI(R™ x [0,1],R"), 0 < t; <t < 1 we have

plt2) (P 12))—u(t1) (-, 1)) < — / [ e 0lh NP duo e
t2 N . t |
T /t 1 / ndemS (Ve(y, 1)) - h(y,t, A) dA(y, S, t) + /t . Aep(-,t) du(t)dt
(3.6)
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where h(-, -, \) is the spacetime mean curvature of \. We say that \ starts from Vo = (1(0) ® v(4 ).
We prove an interesting property on the limit, stated as follows:

Theorem (Convergence, Thm 5.3.7, Chap 5). Let ¢ € (0,1) and Vy € V4(R™) with compact support
and finite mass. Let (Ve(t)).e(0,1] be the approximate mean curvature flow starting from Vy. We have:

o There exists a sequence (¢;); — 0 such that
Jj—o00

Vo, () @dt —— A= pt) Qv @dt, and ||V, (t)] J_>—OO> u(t),

J]—00

where p(t) is a Radon measure on R™ and v(, ;) a family of probability measures for (z,t) € R" x
[0, 1].

e S\ is bounded, (0X)s = 0 and |[h(-, -, N[ z2(an) < Vo(R™).
o If we assume that p(t) ® v(, 4 is rectifiable for a.e. t € [0, 1] then X is a spacetime Brakke flow.

The proof of the first part of the theorem relies on the boundedness in ¢ of the masses and the
semi-continuity of ;(¢). For the second and the third part, we adapt the proof of Kim & Tonegawa
to our context. For technical reasons, the rectifiability assumption is essential to prove the Brakke
inequality.

3.3 Anavoidance principle for approximate MCFs and spacetime Brakke
flows, and consequences

This section summarizes the contributions provided in Chapter 6 on avoidance principles satisfied
by approximate mean curvature flows and spacetime Brakke flows. The main achievements we
have obtained are the following:

1. The nontriviality of our constructed flow when the initial datum is the boundary of an open
partition.

2. The avoidance of smooth mean curvature flows by the mass measures of spacetime Brakke
flows. This is a generalisation of [35, Theorem 10.5] which was proved for rectifiable Brakke
varifolds.

The first result is stated rigorously as follows:

Theorem 3.3.1 (Nontriviality, Thm 6.2.9, Chap 6). Let £ be an open partition (Definition 2.2.3). Let
e € (0,1) and (OE:(t))e(o,1) be the approximate mean curvature flow starting from OE. Let X be the limit
of OE(t) @ dt (by any possible extraction). Then X is non-trivial measure. i.e. if (u(t)).ejo,1) is the mass
measure of A, then pu(t)(R™) > 0 for a nontrivial time interval.

The proof of Theorem 3.3.1 relies on the approximate comparison principle with respect to
spheres satisfied by the time-discrete approximate mean curvature flows.

The second result is stated rigorously as follows:
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Theorem (Avoidance, Thm 6.4.3, Chap 6). Let (My),c(o,1] be a mean curvature flow. Let A be a space-
time Brakke flow and (u(t))ie(0,1) be its mass measure. Assume that Mo and u(0) have compact support
and codimension 1. We have

spt u(0) N Mo =0 = sptu(t) N M =0Vt e|0,1].

The proof is a direct adaptation of [35, Theorem 10.5]. According to [35, Definition 10.1], a family
(F})¢>0 of closed sets is a set-theoretic subsolution to the mean curvature flow if

MoNFy=0 = MNF,=0Vt>0

for every compact hypersurface My, where (M;);>¢ is its MCE. Hence, the mass measure of a
spacetime Brakke flow is a set-theoretic subsolution of the mean curvature flow. This implies the
following nice result:

Corollary 3.3.2 (Coincidence with smooth flows, Cor 6.4.5, Chap 6). Let (u(t))ic[0,1) be the mass
measure of a spacetime Brakke flow (Definition 5.3.4) starting from Vy € V,,_1(R™). Assume that V; is the
varifold associated to a compact hypersurface, and denote by (My).e(0,1] its mean curvature flow.

1. If spt u(0) € spt ||Vo||, then p(t) = 0, VE > 0.

2. If we assume that i(s)(R™) > 0 for some s € (0, 1] then spt u(t) = My, Vt € [0, s).

3.4 Flows of point clouds

The spacetime Brakke flow of a point cloud varifold is trivial. To see that, we first note that a
point cloud is contained in infinitely many smooth hypersurfaces. Corollary 3.3.2 implies that the
evolution of the point cloud is contained in the MCF of each smooth hypersurface that contains
the point cloud at time ¢ = 0. By the comparison principle, this implies the triviality of the flow.

Consequently, only approximate mean curvature flows can be considered for point clouds. But do
they have a limit as the initial point cloud becomes more and more dense, converging in the limit
to a smooth surface? An example of a point cloud with increasing densities is shown in Figure 3.1.

Figure 3.1: Point cloud approximations of a surface with increasing densities. If approximate
mean curvature flows are computed starting from each point cloud in a collection with increasing
resolutions, what can be said about the limit mean curvature flow in the limit of resolution?

42



We provide below an explicit construction of our time-discrete approximate mean curvature flow
in the case of point cloud varifolds. We also synthesize what can be deduced for point clouds,
in particular when they approximate a smooth surface, from the general consistency properties
proved in Chapter 5. Then, we recall the definition of the approximate mean curvature flow of
point cloud varifolds proposed in [17]. Finally, we make a comparison between the two flows.

3.4.1 An explicit scheme for the time-discrete approximate MCF of a point cloud

A time-discrete e-approximate flow of a point cloud can be easily derived from Definition 3.2 as an
N

explicit scheme. Let V' = }_ m;d,, ® dp, be a point cloud varifold. Lete € (0,1) and 7 = {#;}i~;
=1

]:
be such that c;5(7)([|V[|(R™) + 1)3 < ¢%, and set

N
Ver(0) = ij(o)(;fﬂj(o) ® 5Pj(0) =V
j=1

The time-discrete approximate flow starting from V; 7(0) is defined inductively as

N

7=1

with
° :L'j(tz'_;_l) = (id + (tiy1 — ti)hs)(xj(ti))'
o my(tisn) = (T (i + (tisn — ti)he) (a(8)) )y (k),

o Pilti1) = (DU + (i — t)he)(w5(1) ) (P (k).

Implementing and testing practically this flow on real point clouds is the purpose of future work.

3.4.2 Converging point clouds and limits of their approximate MCFs

Let (W;)x be a sequence of point cloud varifolds converging to a varifold V; € V,,_;(R") asso-
ciated with a C? hypersurface M. Let (7;)x be a sequence of subdivisions of [0,1]. We choose
(ex)k, (6(Tk))x € (0,1) such that

A(Vo, Wh) eXp(C’s,;”J) + C6(Tp)e ™ 1 exp(Cs,;"J) — 0.

k—o0

We consider for every k € N the time-discrete approximate MCF ((W})e, 7. () )¢c[o,1) starting from
the point cloud Wj. Thanks to Proposition 3.2.1, Theorem 3.3.1 and Corollary 3.3.2, we can char-
acterize the limit of these approximate mean curvature flows:

1. (Wk)e,, 7. (t) ® dt converges to a non-trivial measure A such that
A=pu(l) @ V(gt) @ dt

where (14(t))¢c[0,1) is a collection of Radon measures on R", v, ;) is a collection of probability
measures on G4, and p(0) ® v(, ) = Vo.
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2. If we assume pu(t) ® v(, ) to be rectifiable for a.e. ¢t € [0,1], then X is a spacetime Brakke
flow. Moreover, denoting as (M;);>o the mean curvature flow starting from M, we prove
that spt ;4(t) = M; on a non-trivial time interval.

3.4.3 Another construction: the Buet-Rumpf approximate mean curvature flow

The motion of point clouds by their approximate mean curvature is defined in [17] as follows:
N

given a point cloud d-varifold V' = »_ m;d(,, p,) in R", a continuous motion of point cloud vari-
i=1

folds by approximate mean curvature flow starting from V' is a family of varifolds (V(?)),>, with
V(0) = V and:

N
V(t) =Y mi(t)d(m),pe) and X(t) = (z1(t)...an(t) € R™Y
=1
such that J
() = He(ai(t), V(1)). (3.7)

If the masses and the tangents are Lipschitz functions of the positions, the existence of the motion
for at least a small time interval is guaranteed by Cauchy-Lipschitz theorem. For numerical simu-

Ed

function 7 supported on [0, 1]. As for the tangents, they are defined via regression.

lations the masses are defined by either formula m; = 1 or m; = for some positive

Two time discretizations of Equation (3.7), an implicit and an explicit ones, are proposed in
[17] . If 7 > 0 denotes the time step, the implicit scheme (implicit with respect to the positions) is
defined as:

af =2k o, (xf“, V) (3.8)
where
N
k
V=2 mi O+ Py
=1
and X* := (2}, ..., 2% ) € R"" being the positions at time t;, := kr.

3.4.4 Comparison of the two approaches

Numerical schemes are proposed in [17] for the above mean curvature flow, they are flexible,
easy to implement and give satisfactory numerical results. A drawback of the approach proposed
in [17] is that stability or convergence results (as the time step decreases and the density of the
point cloud increases) seem to be hardly reachable, and possibly not true. In contrast, the method
we propose is based on a significantly more difficult construction, but stability and convergence
results can be proved due to the more rigid definitions of masses and tangent planes.
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3.5 Further comments on our construction

Weak MCFs constructed in [22, 18, 35] (and some others) coincide with the classical mean curva-
ture flow in codimension 1 as long as the latter exists. These approaches use the MCF equation
to construct approximate solutions and rely on the theory of PDEs to prove convergence and con-
sistency in the C? case. The approximate flow in our construction satisfies the approximate mean
curvature flow equation only in the weak sense (approximate Brakke equality). Hence, we do not
have strong estimates coming from PDE theory to prove the consistency. We recall that we choose
to work with a weak PDE instead of the strong one in order to include various types of varifolds,
such as point clouds and singular submanifolds .

3.6 Research perspectives

In a work in progress, we are addressing the following questions:

e (Coincidence with smooth flows) Let M be a compact C? (n — 1)-submanifold of R" and
(My)¢>0 its mean curvature flow. Let p(t) be the mass measure of a spacetime Brakke flow
starting from M. We prove in this manuscript that if ;(s)(R"™) > 0 for some s then spt u(t) =
M; forany t € [0, s). Can we prove that u(t) = ”H‘th fora.e. t €0,s)?

e (Rectifiability of V'(¢)) If A is a limit of V_(t) ® dt, we proved that A is a spacetime Brakke flow
given thatits R" x G4 ,,-component is rectifiable. Can we prove that the R" x G4 ,-component
is rectifiable given that the initial datum is rectifiable?

e (Nontriviality) We prove in this work that our constructed flow is nontrivial when the initial
datum is a boundary of an open partition. Does the nontriviality of our constructed flow for
C? surfaces still hold in higher codimension?

e (Disintegration) If V'(¢) is a Brakke flow then V (t)®dt is a spacetime Brakke flow. Conversely,
a spacetime Brakke flow can always be desintegrated as V' (t) ® dt. But is it always true that
V(t) is a Brakke flow?

¢ (Dimension mismatch) Consider a d-varifold whose mass is exactly supported on a m-rectifiable
set with d # m. Even in this context where there is a mismatch between the dimension of
the support and the dimension of the tangent space, our construction still holds. But what
kind of evolution is it? Can we say more?

e (Density change) We know by the avoidance principle that if we start from a C? submanifold
with non-constant density, the support of its flow coincides with the support of the evolution
with constant density. What can be said about the density evolution in time? Even in the
case of spheres, the answer is not clear to us.

e (Numerical simulations) Based on the discussion of section 3.4.1, it would be interesting to
simulate numerically the approximate mean curvature flow of various initial data.
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Chapter 4

Approximate Brakke equality for a
volumetric discretization of mean
curvature flow

The goal of this chapter is to show a consistency result on the mean curvature flow evolution via
space-discretization by volumetric varifolds as in (1.5).

Consider a C* closed submanifold M of R" and (M(t)).eo.71, T > 0 the mean curvature flow of
M on [0,T] (Definition 2.1.1). Let K}, be a mesh of R” of size h € (0,1) and V},(¢) a discretization
of M(t) for every ¢ € [0,T]. The work consists of showing a Brakke approximate equality for the
discretization with respect to its approximate mean curvature H.(-, V},(t)). The error term depends
on ¢, h, M and the kernels p and £ involved in the definition of the approximate mean curvature
(1.18).

We deal with an approximate mean curvature vector of the discretization V},(t).c[o,7) since it
makes more sense in the discrete setting. We consider the submanifold M of regularity C* and
not only C? in order to have Lemma 4.0.4. The approximate mean curvature H.(-,-) we use in this
chapter is defined in (1.18), where we set C, = C¢ = 1 for simplicity.

The mass decay property of the mean curvature flow is an important tool, heavily used in this
chapter. For a family of varifolds (M (t))c[0,7] associated to a mean curvature flow we have
M @)[|(R™) < [|M(0)[|(R™), ¥ € [0,T], (41)
it stems from (2.3) for p = 1.

The following result forms the core of this chapter. We stress that the result concerns the error on
the Brakke equality that results from space discretization, that it does not concern neither the error
of time discretization nor the stability of the discretization scheme.

Theorem 4.0.1. Let M be a C? closed d-submanifold in R", M(t),co1] e its mean curvature flow
(Definition 2.1.1). Let M (t);c(o,1) be the varifolds associated with the family M(t).c(o 1) Let Ky, be a mesh
of R™ of size h and V;,(t) a discretization of M(t) for every t € [0, T'] (Definition (1.5)).

Then, there exist two constants vy € (0,1) and C (whose dependence is discussed in Remark 4.0.2), such
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that, for all h,e € (0, 1) satisfying h < e,

1)~ 1) + [ [ o) Hle O = Vola) - il a0 Vi@ )]
1 n
h
< Clelle: (terg?é} A(M(t), Vi(t) + (M () I(R™) — |M (E2)[[(R™)) + (t2 — t1)[[M(0)[|(R") (e + 53)> :
4.2)
for every € C2(R",RT),0<t; <ty <T.
Remark 4.0.2. The constant v in Theorem 4.0.1 satisfies:

o v < (8(1+ 02/ “)=1,  where Cj bounds the Ahlfors regularity constant of M(t) for all

tel[0,7);
o v < max  (A(z,t))”!, where \(z,t) is the maximal principal curvature of M(t) at z;
zeM(t), t€[0,T]
cYd
o B>~2%C3(Lip(¢) +1), where 8 =min{{(s)|s € | 04 ,5}} > 0.

The constant C' in Theorem 4.0.1 depends on n, d, 7, S, ||pllcz, ||€llct, Co, Ci (defined in Lemma
4.0.4) and C5, where Cy bounds the Lipschitz constants of the maps y — T,,M(t), Vt € [0, 7.

Remark 4.0.3. If we ignore the smallness of the right-hand side of (4.2) with respect to |t; — t2| we
obtain a weaker (but simpler) estimate:

VA1) = VI + [ [ el Vel = Vila) - e ) dIVAO) (@)
< |l¢]lc2C” <€ + ;) , Y € C3(R",RT), where C' = C (3||M(0)||(R™) +T).
where we used: A(IM()], [Vi(8)) < AIMHIR?) (16) and M) (E") < | M(O)|(R"), V¢ €
[0, 7] (4.1).

The following is an approximation result concerning the approximate mean curvature, it stems
from [17, Proposition 3.3] (see also [15, Paragraph 5]).

Lemma 4.0.4. Let ¢ € (0,1), let M C3 closed d-submanifold of R™ and M its associated varifold. There
exists a constant Cy depending on the C3— norm of M (seen locally as a graph over its tangent space) and
uniform on M such that: for any x € M,

|H(z, M) — H.(z,M)| < Ce.

Remark 4.0.5. The mean curvature flow is continuous with respect to the C3-distance on the space
of submanifolds, the fact that [0, 7] is compact allows to choose C; uniformly in ¢, i.e.

|H(x, M(t)) — He(z, M(t))| < Cie, Vt€[0,T],Yz € M(t), (4.3)
for (M (t))c[o,r) being the varifolds associated to the mean curvature flow (M(?));c(0,77-
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Remark 4.0.6. We note that in the original statement of Lemma 4.0.4, the kernels p and ¢ are
supposed to form a natural kernel pair, i.e. they must satisfy the relation: —né(r) = rp/(r) for all

€ [0,1]. Looking carefully at the proof, we realize that this assumption on the pair of kernels is
not necessary for this particular statement.

Sketch of the proof of Theorem 4.0.1: The starting point is the following equality satisfied by
mean curvature flows. Let (M (t)).c[o,r) be the varifolds associated with a mean curvature flow.
We deduce from (2.3) (considering the orthogonality of the mean curvature) that

1M ()] () — M ()] (¢ / 2 /Mt )| H (y, M(0)) [ dH () dt
to
- / / Vely) - Hly, M(t) dH(y)dt = 0,
t1 M(t)

forany ¢ € C}(R",RT) and 0 < t; < t5 < T. Then we measure the error made when, in (4.4),

(4.4)

e H(-,M(t))isreplaced with H.(-, M(t)) (Lemma 4.0.7),
e M(t) is replaced with V},(t) (Lemma 4.0.9 and final part of the proof),

and the result ensues.

Let us now see the proof in detail. We first use Lemma 4.0.4 to prove the following result.

Lemma 4.0.7. Let ¢ € (0,1). Let M be a C? closed d-submanifold and M(t)¢eo,1) be the mean curvature
flow of M. Let M (t).e[0,r) be the varifolds associated to M(t).(o,r)- We have

M)~ M) + [ [ @) Halr MO = Vo) - H (o M) dI M) )l

< llellerCre (IM(#)[[(R™) = [IM (22) [(R™) + (2 = t1) | M (0)[|(R™)) ,

(4.5)
forany 0 < t; <ty < Tand p € CHR™,RT), where C; = C1(2 + C).
Proof. Letty,tz € [0,T] besuch that0 < t; <ty <T,letp € CL(R",RT). We have by (4.3)
to t2
t / Vi(z) - H(z, M(1)d| M ()| (x)dt - / / Vio(z) - Ha(a, M(0)d| M (1) () d
1 " 1 "
t2
< IVellae / /R |H (2, M(t)) — He(e, M(8))] d|| M (1)]| () dt (4.6)
11 n

<I9elCic [ [ M) de < Vel CrIM O IR 2 = 1)
where we used || M (¢)||(R™) < ||M(0)[|(R™),Vt € [0,T] (4.1). Also, by (4.3)
(e, M) = H o, M| < Cre] [H G, M) + | Hae, MUD)| < Cre @IH (e, M) + Ca),
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so that, using (4.1)
2 r2 2
[ ] sormapapi@a- [ [ w0 apooa
< [ e@l e M) = ota) e MOl M0) @)
<lollw2re [ [ |G MO @@+ lolecio? [ [ ol

< Hsolloo2018/t 2/Rn |H (w, M(#))| d| M)l ()dt + [|¢]loc(C12)* [ M(O) | (R")(t2 — t1).

For the first term, using (4.4) with ¢ = 1 and the inequality ab < a? + b?

// Ha, M(0)| M Dl(z dt</ [ (1 20+ 1) a0 o)

< (M E)[IR™) = [[M (£2) [(R™)) + (t2 — t2) [ M (O)[|(R™).

It yields,as e <1

| /t ) / p(@) H (, M@)Pd| M (1)]](x)dt — /t ) / @) He(, M) d| M ()| ()|

< HcpHoo2Cl€((HM(tl)H(Rn) — [M (&) [|(R™)) + (t2 — t1)[|M(0)[[(R™) + C1[[M (0) ]| (R™) (¢2 — tl))-

4.7)
Finally, we deduce from (4.4), (4.6) and (4.7) that:
to
M) =10l + [ [ el el M) = Vila) - Helar, M) dIM O] )i
< llplloc2C1e([[M () |(R™) — [[M (E2)[|(R™)) + [[¢llere[[ M (0)[[(R™)2C1(2 + Ch)(t2 — 1)
< lellerCue (JIM () [|(R™) — [ M (t2)[|(R™) + (2 — t1) | M (0)[|(R™) ,
where C; = 20} (2 4 C4). This concludes the proof of Lemma 4.0.7. O

In the following lemma, we bound the C%!-norm of H.(-,V) for V € V4 (R"™) Ahlfors regular;
the proof is inspired from [17, Proposition 4.6].

Lemma 4.0.8. Let V' be a d-Ahlfors regular varifold in R™ with Ahlfors constant Cy. Let €,y € (0,1) with
v < (8(1+ 02/d)) , we have:

max |H.(-, V)| <ese™',  Lip (Ho(-,V)) <cse 2,
spt ||V spt ||V

where c5 is a constant that depends only on p, &, Cy and d.

Proof. We start with Hﬁ% |H.(-,V)|, we first prove that there exists a constant ¢; such that:
spt e

V|| % €(2) > ere? Yz €spt|V°.
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Denote
Cy 1
B:min{f(s)‘se [ 04 ,5]} > 0.
Let z € spt |V]|7%, let « € spt ||V|| be such that |z — z| < e, we write

Wi = [ (M=) aviw

> 8 (IVI(B(= 5) ~ IVI(B(=. G5 7*2))
> 8 (VI (B,5 —la=2D) = VIl (Bla.Cg ™5 + |2 — 21)))

using the Ahlfors property
(e N\ —2/d€ %
zﬁ(CO (2 Iz zy) co(co St z\))

3

> ey tod ((s —2la — 2))! = (5 + 265 o - z\)d)

> B0 12 ((5 —2ye)d - (g + 2c§/d»ys)d)

1
> BCy I (-2 = (5 + 203”7)‘1)

=1 when a > b > 0" we obtain:

using "a® — b? > (a — b)a

(5~ 2+ -2

thus,
MV * &(2) > ere?, (4.8)

with ¢; = Cy 127241,
Now, let z € spt ||V||7¢, let = € spt ||V|| be such that |z — z| < e, we have by the Ahlfors regularity
of V

[€"(0V x pe) ()] = | o S(Vpe(z =)V (y, S)| < P <V (B(€))
< e A IV (B, 2)) < eI looCo(2¢)? = 27| 'l Coe ™.
Thus, for any z € spt ||V,

€8V % pe)(2)] < 29010 e Coe .

Consequently,
|0V * pe)(2)] —1,203d+1)| / -1 -1
max H.(z,V)|= max ———"— <[ C52 & - < e,
e GV = e VT €0 (2) ol :

with ¢5 > B71C223%+1| p||¢2, we conclude the proof of the first part of our lemma.
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We now deal with Lip H.(-,V). For any z,z € spt||V]|”¢, we have by the Ahlfors regular-
spt ||V
ity of V

Vi) - Ve = | [ (2 awio) - [ ¢(20)dviw)

€

<o = 2le7 Mg oIV (B(z,€) U B(2,¢€))
<z =zl IV || (B(2',26) U B(#, 2¢)) for some 2’, 2’ € spt || V||
< lo = 2le7! € loe (2C0(22)) < 241 Col¢ el — 21"

4.9)

Similar computations give
M|V x pe(2) = OV # pe()| < 29 Col|p"|| ool — 2[7 72, (4.10)

therefore,

OV < ple) _ Y+ pula)
ViI*&(z) [V *&(2)

|0V % p=(2) = 8V * p:(2)]
- [Vl * & (2)

On the one hand, (4.10) and (4.8) imply

H.(2,V) —Ha(x,V)‘ - )|

1 1
Nivrees ~ Wivew

+ |6V * pe

[0V pe(2) = OV % pe(@)| _ 271Gl [|oclw — 2]
[Vl * & (=) - eM||V[| * &(2)
211Gy ook — 21
500—12—2d—1€d
< B1CRH | f o — 2l

On the other hand, (4.9) and (4.8) imply

1 B 1
VI« &(z) VI *&e()

[V % &e(2) — [V * &()
[V & (2)[[V]] * & ()
271 Go 1€ [|oo| — 2]

e[V * & (2) |V * ()

291 Co||€[|oo| — 2]
ﬁc()—12—2d—15d500—12—2d—15d

< 243CH82 o €/ ol — 21272

|0V pe ()] < 72| oo Coe ™

< 27| e Coc? ™!

< 27| oc Coc? ™!

In conclusion,

Llp HS('v V) S 658_27
spt[|[V]|7e

for cs = B71CE23% Y |pllc2 (1 + B1C3237+2||¢/|| ), and this concludes the proof of Lemma 4.0.8.
]
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We now substitute M (t) with V},(¢) in (4.4) and estimate the resulting error. We consider a fixed
t € [0,T] and temporarily drop time dependence.

Lemma 4.0.9. Let M be a closed C? d-submanifold of R™ and M € Vy(R™) its associated varifold. Let
h € (0,1), KCp, be a mesh of R™ of size h and Vj, be a volumetric discretization of M of parameter h (defined
in1.5).

Let e,y € (0,1) be such that 2h < ~e, and

o v <max\(z)"!, where \(x) is the maximal principal curvature of M at z;

zeM

o v < (8(1+ Cd/ )7L, where Cy is the Ahlfors reqularity constant of M;

cr Y4
o 8> 72XCH(Lip(¢) +1),  where = min{¢(s)[s € [=5,—, 5]} > 0.

Given V € Vg(R"), e € (0,1), x € R" and p € C?>(R",R"), we use the notation:

pe(@,V) i= —p(a)|He (2, V)[* + Vp(2) - He(z, V). (4.11)

Then,
| [ etandintl = [ el < cllolel MIED 5, @.12)

and
| [ et ddIVall = [ o VIR < esllplln IR 5 4.13)

where c4 only depends on p, &, Cy, d and c5 from Lemma 4.0.8; cg is defined in (4.22).
Proof. We start with the proof of 4.12. By Lemma 1.3.3, we have:

| [ et MM~ [ MAIVAI < LipleaC MMM VA < KLipGpe( MM (R,

Note that on the boundary of M¢, the quantity || M| * £, might tend to 0 faster than M * p,, this
would make the norm of H.(-, M) explode, so does Lip ¢.(-, M). As both M and spt ||V}]| are
included in M", we will introduce a cut-off function to measure the difference only on a small
neighborhood containing M”". As 2h < ~e, we have M" C M and we define ¢ as follows:

1 if z € MP,
W”)_{ 0 if z € R"\ M=

Note that Lip(¢)) < 5 1_ 5 < %5_1 since 2h < ve. Plugging the cut-off function into the expression,

using (1.6) we ob’caim8

’/ (-, M) d||M] - /Rn @8(.7M)d|yvhy\’:’4nwwe )d||M|| — / Ype (-, M) d|| Vi (4.14)

< hLip(¢epc (-, M))[[ M| (R™).

As Lip(¢) < % ~1 (temporarily the dependence of ¢. and H. on M in the notations), we have
: . . . 2 _
Lip(¢pe) < (max|¢]) Lip ¢ + (Lip ) max |¢c| < Lip ¢c + ~&~ ! max || (4.15)
Moe Mnre Mre Y Me
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and recalling (4.11) and Lemma 4.0.8,

max g < max p(max |He|?) + max Vpmax| He| < ese™[|ller (1+ese™) (4.16)

and

Lip . < Lip p(max |HE\)2 + max ¢ (Lip |H5]2) + Lip(V¢) max |H.| + max(|V|)(Lip He),
Me Me Mne Mne Mre

using /I\J,IIEUH‘EP) < 21}\14% |H,| /I\J/llg(Hg) we obtain
Lip ¢e < IVellsocie™ + llolloo2c3e™ e + [IV20lloocse ™ + [ Vipllocse ™. (4.17)

From (4.15), (4.16) and (4.17), using v < 1, we obtain

Lip(¢@e(-, M)) < [lplleze™2(1 +771) (5 +¢5) -
Finally, (4.14) yields,

h

| [ etandml = [ o6 andiVil| < calile IMIR

where ¢4 = 2(1 +~v71) (¢ + ¢5), this concludes the proof of (4.12).

We now prove (4.13). We start by estimating;: ‘Hg(z, M) — H.(z, Vh)| on M". To do so, let z € M"
and z € M be such that |z — z| < h, we have by [15, Lemma 4.4] with B = B(x,e + |« — z|) and
using that &, is e 7"~ Lip(¢)-Lipschitz,

e"[|Vall * &(2) + e  Lin(€) (Ap(IM |, [Vall) + |z — 2[IIM[(B)) = ™[ M]| * &(x).

From Lemma 1.3.3, we have for ¢ € C%'(B,R),

1M () = IVl (0)] < hLip(p)[|M][(B), hence

Ap([|M]], [[Va]]) < AlIMI|(B),
so that, using (4.8) (with V' = M) we obtain since 2k < e
||Vl * (2) > =&~ Lip(€) (2h[|M || (B)) + ere?

> —yLip(€)[|M[(B) + 5Cq 12724 e

> —yLip(§)Co(2e)? + pC; 12721

> e?(—vLip(£)Co2¢ + pCy 1272471,
Thus, as v satisfies 8 > yC223¢T! Lip(¢), we obtain:

e[| Vil * &(2) = coe? (4.18)

where cg = 3 — 702234+ Lip(¢). Now we write

6M * pe(z) . Vi * pe(2) ‘
[ M| % &(2) [Vl * & (2)

|H.(2, M) — H.(2,Vi)| = M

< |6M * pe

(Z)“ 1 B 1 ‘ |6M * p(2) — 6V}, * pe(2)]
| M| * &(2) VRl * &:(2) Vil * €2(2)
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On the one hand, we have from (1.6), (4.8) (with V' = M), (4.18) and the Ahlfors property of M

1 L M) — [Vl £ ()
O pel2) - = M e N TR T e (VA )

6 Tl &)
L B¢ oM (B)
o eI M |[(B
= Pl IMIB) g v e VA T = 6:2)
o€l oe o2 nCp2 e

IN

<

- credeged
< 11l llooll€"1002*'CF
€ Cc7Cy

On the other hand, we have from (1.7), if we denote by C> the Lipschitz constant of the map
r € M — T, M, we have

[0 % pe(z) — 6V % pe(2)] = ‘/RRS(V,OE(y—z)) dM(y,S)—/RnS(VpE(y—z)) Vi (y, S)

< Lip(©)h(1 +2C,)|| M| (B)
(4.19)

where © : R" x Gy, — R™, (y,5) = S (Vp:(y — 2)), we know that Lip(0) < 72||p||¢2, so that

£"|6M  po(2) = 6V # pe(2)| < e 2llplleah (1 +2C2) M| (B).
Next, using (4.19), (4.18) and the Ahlfors property of M

[0M % pe(2) = 8V pe(2)] _ e 2l|pllesh(1 + 2C5) [ M]|(B)

[Vall * &(2) - e[|Vl * & (2)
72| |plle2h(1 4 2C2)Cp2%4
- CgEd
_ h 2lples (1 +2C2)C
~ g2 C9
Thus, for
_ I lsl€2GE  2olle2 1 +202)C w20
C7C9 Cg
we have
|H.(2,M) — He(2, V)| < 0108% vz e MM (4.21)

We now carry on with the proof of (4.13). We have from (4.21) and Lemma 4.0.8 with V' = M
h
|1 (2, M) = |He(z, Vi) 2| < cro55 || Ho(z M)| + |He(z, V3|

h h

< 610;2‘2|HE(Z,M)| + 010;2‘
h 1 h

<co5 | 26- + 03 |-
€ € €
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Recalling (4.11), we have

022, M) = o2 (2, M)| < Illlo]| | Ho (2 M = [Hoz, Vi) 2| + [V lloo |1z, M) | = (2, Vo)
h 1 h h
< l¢lloocro— <265 + 6102> +[[Velloocr0—
S 9 9 &

h
< [lgllcrero(2cs + c10 4+ 1) since h < e < 1.
g

Finally, using ||V} ||(R™) = || M||(R™), we obtain
ny
[ eVl = [ ol IR < eslollen IR 5.

where
cg = C10 (205 + c10 + 1) , (4.22)
this concludes the proof of (4.13). O

Proof of Theorem 4.0.1. Let M be a C* closed d-submanifold in R" and M((t);[,r) its mean curva-
ture flow (Definition 2.1.1). Let M (t),c(o,r) be the varifolds associated with the family M (t).c(o,7)-
Let Kj, be a mesh of R" of size h € (0,1) and V},(¢) a discretization of M(t) for every ¢ € [0,T]
(Definition (1.5)).

The mean curvature flow is continuous in time with respect to the C3-distance on the space of
d-submanifold of R™ (see [21, Chapter 3]), thus, one can bound uniformly on time, thanks to the
compactness of [0, 7], the constants Cy, C> and the maximal principal curvature (as they depend
on the C?-norm of the submanifold). The constant C; also evolves continuously with respect to
to the C3-distance on the space of d-submanifolds of R", as a consequence, it also can be bounded
uniformly on time (see Remark 4.0.5).

Let ¢,7 € (0,1), assume 2h < ~ve and that v fulfils the requirements in Remark 4.0.2. Using
| M(t)[[(R™) < [|M(0)||(R™) (4.1) and Lemma 4.0.9 with M = M (t), we have:

[ ol MO + V(o) - H (e M ()01 1)
[ =@M O + Vile) - Hele Vi) VROt

< (ea-+ ex)lta — 1) e les I MO)(RY) 5,

forall0 < t; < t; < T and ¢ € C*(R",R"). Combining the previous inequality with (4.5), (4.4)
and [[|Vi(t)(¢) = [IM]|(#)] < Lip(L)A([Va(®)l, | M]]), we obtain:

W) = 1Vhel) + [ ] el e Vo) = Viola) - Hola Vi)V Ol )

< 2Lip(p) max | AM(E),Va(®) + lipler Cue (1M 01) | (R") — | (1) | (R")

+ [lellerCie ((t2 — t1) [ M(0)[|(R™)) + (ca + es)(t2 — t1)||pllc2 | M (0) || (R™) (e + 8%)

< Cllglles x| A0, VAle) + (M) IR ~ MR + (2 = ) IMOIE) e+ %) )
(4.23)
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forall0 <t; <ty < Tandy € Cf(]R”, RT), where C = 2 + C’l + ¢4 + cg, and we conclude the
proof of Theorem 4.0.1. O

List of constants used in the chapter

Co The Ahlfors regularity constant of M.
C1 Measures how well H. approximates H (Lemma 4.0.4).

C5 The Lipschitz constant of the map y — T, M.

M1
1 ,5]}>0.

7 any constant satisfying:

B =min {£(s)|s € [

~ < min {(8(1 + Cg/d))_l,xglﬂ}é)()\(fn,t))_l, B (23dC’g(Lip(f) + 1))71 }>

A(z, t) is the maximal principal curvature of M(t) at .
C1 =2C1(2+ Cy) (4.5).

c1=2(1+77") (5 +c5).

es = B3P pllea (1+ 57 CRH2¢ oo ).

cr = BCy 1272071 (4.8).

cg = c19 (2¢5 + c10 + 1) (4.22).

cg = B —yC32°* ! Lip(€) (4.18).

_ 1P lloll€1202C8 2 pllea(1 + 2C2)Co
C7Cy Cg

€10 (4.20).

C =2+ Cy + ¢4 + cg appears in the Brakke approximate inequality (Theorem 4.0.1).

C' = ||[M(0)|[(R™)(2 + C1) + CT appears in the weak version of the Brakke approximate
inequality (Remark 4.0.3).
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Chapter 5

Approximate mean curvature flows of a
general varifold, and their limit
spacetime Brakke flow

This chapter is constituted of an article in preparation [14], in collaboration with B. Buet, G-P.
Leonardi and S. Masnou. The aim of this work is to define a weak notion of mean curvature flow
for general data. Starting from any varifold, we provide a notion of time-discrete approximate
mean curvature flow depending on the time step and an approximation scale . By letting the
time step tend to 0, we obtain an approximate mean curvature flow or, in other words and roughly
speaking, a mean curvature flow with speed equal to the approximate mean curvature depending
on ¢. Furthermore we study the limit as ¢ — 0 and we prove a few properties in relation with
Brakke flows and the theory of mean curvature flow.

Organization of the chapter

We recall the definition at a point # € R™ and at a scale ¢ > 0 of the approximate mean curvature
vector of a varifold V' defined on R", see [36, Sec. 5] and Sec. 5.1:

_ (@25 0V)()
e V)= = (00 5 O ) @

where @, is a truncated Gaussian defined on R™ and 6V is the first variation of the mass of V'
(see 1.12). Then we introduce a time-discrete approximate mean curvature flow with respect to the
approximate mean curvature. We start from an initial varifold Vj, welete > 0 and 7 = {t;}]*,
be a subdivision of the interval [0, 1], and we define by iterative push-forwards the time-discrete
approximate mean curvature flow with parameters Vj, e, 7:

{ V(0):=Vy
V(t;) == (d + (ti — tic1)he (-, V(ti=1))) 5 V (tiz1)-
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Since h. has a bounded C%2—norm and is continuous with respect to the bounded Lipschitz dis-
tance on varifolds, we prove that the time-discrete approximate mean curvature flow is stable with
respect to the subdivision and the initial datum.

In Section 5.2, for a fixed scale € and for any initial datum, we prove thanks to the stability

property that the discrete approximate MCF converges as the subdivision’s step tends to 0 to a
limit flow that is unique, i.e. independent of the sequence of subdivisions. We call this limit flow
the approximate mean curvature flow of Vp, and we denote it by (V-(t)):e(0,1]-
We prove that (V(t)),c(0,1) satisfies a Brakke equality for the approximate mean curvature vector.
In view of the definition of generalized normal velocity given in [46, Definition 2.2], we can inter-
pret this equality as: "the approximate MCF has a generalized normal velocity equal to 2". We
deduce from the previous equality that the total mass is decreasing as the time increases, such a
property is inherited from the mean curvature flow evolution.

In Section 5.3, we study the property of the limit flow when the smoothing scale ¢ goes to 0.
We prove that V_(t) ® dt converges to a limit (up to an extraction on ¢) and that the limit satisfies
a Brakke inequality with respect to its spacetime mean curvature (to be defined) if its R" x G-
component is assumed to be rectifiable.

In Section 5.4, we show a consistency result on the approximate mean curvature flow.

The appendix in Section 5.5 contains a few technical lemmas used throughout the chapter. 333

5.1 Definition and stability of a time-discrete approximate mean curva-
ture flow

In this section, we will define a time-discrete approximate MCF starting from any varifold V' with
finite mass. The construction relies on iterated push-forwards of V' by diffeomorphisms of the
form id 4 7h., where 7 is a given time step and h. is close to the mean curvature of V" understood
in a regularization of the distributional mean curvature of V. In Section 5.1.1, we start by recall-
ing the definition (5.5) of the approximate mean curvature h. introduced in [36] after [12]. We
then recall in Proposition 5.1.2 the C? estimates on the approximate mean curvature established in
[12, 36]. Section 5.1.2 then investigates the effect of push-forwarding the varifold once: in Propo-
sition 5.1.3, we evidence the relation (5.34) between the time step and ¢ that allows to iterate such
push-forwards and leads to Definition 5.1.4 of time-discrete approximate mean curvature flow.

The authors in [36] worked on varifolds of co-dimension 1, here we work on varifolds of arbi-
trary co-dimension in R".

5.1.1 Basic properties of the approximate mean curvature

Let 1) € C*°(R") be a radially symmetric function such that:

Y(z) =1for |z| <1/2, ¢¥(z) =0 for |z| > 1,

) .1)
0 <¢(x) <1, |Vip(z)| <3, |[V*¢(x)|| <9forall z € R".
Define for each ¢ € (0,1):
o o 1 ‘.’L‘|2 o A
be(a) = e (-55) 2:@) = cv@)d.(). (52)



N 1
we have [, ®.(z)dz = 1and c(e) = , ¢(¢) is chosen so that:

 Jan V(@) () da

/ O (z)dr = 1. (5.3)

We have, using ¢ < 1,

Also, as i) = 1 on [0, 3]:

1

by the change of variables y = ¢~ x we obtain

/ O (z)dx = / O (y)dy > / Oy (y)dy =: ¢! (5.4)
B(0,1) B(0, L) B(0,1)

’2¢ 2

we have then, 1 < ¢(¢) < ¢ where cis a constant depending only on n.

This kernel has a remarkable property which is that the derivatives are bounded by a power of
¢ times the kernel + an exponentially small term (see [36, Lemma 4.13 and Lemma 4.14]). This
property is the key ingredient that make the computations in section 5 [36] work. We now define
the approximate mean curvature vector for any varifold V' as follows, for any x € R™:

he(z,V) = (¥ % ho(-,V))(z), where h.(y,V) = —

(6V @) (y)
)

f R". .
(VT 8)(y) +e ray e ©-3)

The second convolution guarantees the decay of the mass (up to a small error) as we will see in
(5.26) and later in remark 5.2.7, it also reduces computing || || 2 to computing || 7. || and [|®.|| 2
avoiding to differentiate the fraction . (see Proposition 5.1.2 for details).

In the following lemma we list some of the properties of the kernel ®., the first two estimates
simplify the estimates in [36, Lemma 4.13].

Lemma 5.1.1 (Kernel properties). Let ¢ € (0,1) and O, defined as in (5.2). There exists a constant cg
depending only on n such that

VO, | <e 2P, + COXB(0,1) (5.6)
V2@, | < 26 1@, + 2coxp(0,1)- (5.7)
As a consequence,
IV®e]l1 < (1 +waco)e® and [ V2®e] 10 < 2(1 +wco)e ™, (5.8)
and
Lip(®.) < (¢(21)72 +¢o)e ™™ 2, Lip(VP.) < 2(c(2m)"2 + ¢o)e ™4 (5.9)
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(5.10)

Proof. Define
—2—n
co = 6:&1’)1) c(e)W exp <_85> < 0.
By (5.2) for all z € R"
Vo (2) = —2®.(z)z + c(e) e (2) VY (2) (5.11)
®. is supported on B(0, 1) therefore for all z € R
‘ 29 (z :c‘ <e2d.(2)
also by construction V¢ = 0 on [0, ] U [1,00) and |V¢| < 3 on [}, 1], this yields for all z € R”
. —n ‘$’2
|c(e)®e(2) Vi (2)] < 3c(e) —— sup exp | —— | XB(o,1)(%)
(2m)2 Lojz|<1 g2
2 (5.12)
e 1
< 30(5)( 7r)7zl exp <_852) XB@0,1)(T) < coxB(0,1)()
this proves (5.6). For (5.7), differentiating (5.11) gives for all z € R"
V2. (2) = — 20 @ (—e 20, (2)2 + c(2) b (1) Ve(a) ) — = 20 (2)
(2)V2(x) — b(2)e 2 Vi(x) @)
O ()1 @ Vi(z) — e ()],

+e(e) (-
=c 10 (z );1:®:L‘—25 c(e)
+c(e) e (2) V().
We know that [[v®@w|| < |lv||w]| for every two vectors v and w, the fact that ®. and ¢ are supported

b (2) Vi ()| + o () + [le(e) De
(@)] + lle(e) @e (2)V? (w)ll

on [0, 1] implies, for all z € R"
. () Vi)

IV20c ()| < e Pe(a) + 2272 c(
< 2e71® () + 26 2|c(e)
|2
( il >XB(0,1)(9U)
(5.13)

Similarly to (5.12), we have for all z € R"
. 8—2—n
25 2e() b (@) V()| < ()6 —5 sup exp -
( W)2 %Skﬂgl €
< 0(5)68_2_n e ! (x) <ec (x)
T exp | —o—
> (27)% P ) XB(0,1) = €0XB(0,1)

6—7’1/
sup exp

and
(&) (2) V2 (z c -
o)V < )9 sup
< el e (~ g ) v o) < coxpn (@



Finally, (5.13) and (5.14) imply
V2@, || < 2e7*®. + 2cox5(0,1)

and this concludes the proof of (5.7). For the L!-estimates, we write using (5.6)

VD] 1 = /R Vo, (2)]dz < /R (e2®.(x) + coxpon (@) de

< 5_2/ O () dr + co/ 1dx (5.15)
n B(0,1)

< e ? +wncp < (1+wpeo)e 2

Similarly, we prove that || V2®|| ;1 < 2(1 + cowy, )%, and this finishes the proof of (5.8).
For the Lipschitz constant, we use the definition of ®. (see (5.2) to get:

Lip(®.) < (c(2m)~ % +co)e "2, Lip(Ve.) < 2(c(2m) " + co)e
and this finishes the proof of (5.9) and Lemma 5.1.1. O

The following property is a mere adaptation of [36, Lemma 5.1], we bound the C?-norm of
the approximate mean curvature for ¢ € (0, 1), here we impose no smallness requirement on ¢
contrarily to the original statement.

Proposition 5.1.2 (C2 boundedness of h.). There exists a constant c; > 2 depending only on n with the
following property. For any € € (0,1) and M € [1,+00), if V € V4(R"™) is a d—varifold with total mass
|V|I(R™) < M, then

1B (s V) loo < exMe™, [[he(-, V) [loo < c1Me™, (5.16)
IDhe(-,V)[loo < c1Me™, (5.17)
| D?he(-,V)||oo < c1Me5. (5.18)

Proof. Lete € (0,1), M > 1 and let V be a d—varifold satisfying ||V'||(R") < M.
We set ¢1 = 2(1 + wyco)(1 + ¢p) and we start with the proof of (5.16). By (1.17) and using that for
all S € Gg, ||S]| £ 1, we have

(@ % V) (2)] =

[ sy avs)
R"xGg p

< [ Ve —plavi.
Therefore, applying (5.6) and then (1.16) we obtain

(@5 V)()| < [ (720w 1)+ eoxpon (o = )V ) < @ x V) (a) + o - (519)

n

It remains to write the definition (5.5) of Bg(-, V) and apply (5.19) to infer

= D x0V)(x _ _ _
et Pl = 22 q>|(:||v||(:2>(+)|e <eteloM < (1+ )M (5.20)
TeR™ *e
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We can now write definition (5.5) h. = ®.  h. and use || ®.||;: = 1 and (5.20) to obtain
e (V) oo < 1@l 1he(-, V)lloo < (1 + co)Me™2, (5.21)

and noting that (1 + co) < ¢; concludes the proof of (5.16). .
We similarly have both Dh.(-,V) = V®, * h. and D*h.(-,V) = V2®,  h. so that applying (5.8)
together with (5.20) concludes the proof of Proposition 5.1.2 as follows

IDh(-, V)l < IV ®ellzt (-, V)lloo < (14 cown) (L +co)M e < exM e,

ID?he (- V)lloo < IV2®c |1 [he (- V) oo < 2(1 + cown)(1+ co)M e <exM &6

5.1.2 Definition of the time-discrete approximate mean curvature flow

The goal of Section 5.1.2 is to define a time-discrete approximate MCF (see Definition 5.1.4) start-
ing from an initial varifold V5 € V4(R"), for a given time discretization 7 and a regularization
parameter . Such a definition relies on iterating push-forwards, starting with the initial varifold
Vo, with velocity equal to the approximate mean curvature vector h.. To this end, we first in-
vestigate the effect of a single push-forward: in Proposition 5.1.3, we derive an expansion of the
push-forward of the mass of a varifold under the map f = id+ At h. and with respect to At. Com-
putations rely on the Taylor expansion of the tangential Jacobian (see Lemma 5.5.3) and provide
estimate (5.24). It is then possible to prove that the mass of the push-forward varifold decays up
to a small error At (see (5.26)), hence allowing to iterate push-forwards for suitable time steps (see
condition (5.34)) and resulting in Definition 5.1.4.
Givene € (0,1) and V € V4(R"), we introduce the notation

fev =id+ At h(-,V),
and depending on the context, we will possibly drop the € or V index dependency.

Proposition 5.1.3. Let ¢ € (0,1), M > 1. Let V € V4(R™) with ||V||(R") < M and S € Gq,,. For
At >0, if
creaMAE < g (5.22)

then f =id + At he(-, V) is a diffeomorphism, and
1 2
Jsf € [5, g] N [1 = caAt|Dheloo, 1 + ca At Dhe o). (5.23)
Furthermore, let c5 = 4c3cy, then for any o € C?2(R™,R.),

£V I(e) = IVII(0) = At (V. @) (he(-, V)| < esM|[oll 2 (AL) ™5, (5.24)

and

* 2
SV (he(-, V) = — / (;)(f:uﬂﬁgﬂﬁdy <0. (5.25)

Assume that At satisfies cs AtM3 < % then, f is a diffeomorphism and

[/ VIIR™) < [[V][(R) + At. (5.26)
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Proof. Lete € (0,1), At > 0, M > 1and V € V4(R") satisfying ||[V||(R") < M. As V is fixed, we
write h. for h.(-, V) hereafter as well as f = id + At h,.

Step 1: We first prove that f is a diffeomorphism under the condition (5.22). To do so, we only
need to check the hypothesis of Lemma 5.5.6 with A = h.. From (5.16) and (5.22) we can infer that

1
At||helloo < ciMe™2 < — < 1.
204

From (5.17) and (5.22)

1
At | Dhelloo < etMe™ < 5 <L (5.27)
C4

and we can then apply (5.143) (with £ = n and @Q = At Dh.) we infer by (1.1), (5.22) and (5.17)
T f(z) — 1| = |det(I, + At Dhe(z)) — det(L,)] < caAt| Dhe(z)]so < 22 <1
C4

for any z € R" (using ¢z < ¢4). By Lemma 5.5.6 f is a diffeomorphism of R".
Step 2: Let (z, 5) € R" x G4, we now prove (5.23) and
[Jsf(z) —1— At divg(he(z))| < ca(At||Dhelloc)?. (5.28)

Let us write S = (1] ... |74)" € Mg, where {r;}{_, is an orthonormal basis of S. We recall that we
denote by S the orthogonal projector onto the subspace S and then by construction,

SOStZIdEMC[ and S’tog:SEMn,

We recall that by definition of tangential Jacobian (1.9),

[

Jsf(z) = det (((In + At Dho(2)) 0 St o (I + At Dh.(z)) St))
and we can apply (5.145) with R = At Dh.(z) and L = S, indeed, c3|R|oo < 7= < 1 thanks to
(5.27). We obtain, again using (5.27),

1
s (@) = 1] < xSDhe(a) oo < calt| D < 5 529)

hence proving (5.23). )
Similarly to the proof of (5.23), we are allowed to use (5.146) with R = At Dh.(x) and L = S.
Noting that

tr (Dhs(m) 0 §to S) — tr(Dhe(z) 0 S) = divg(he(z))
we can infer that
1Jsf(z) — 1 — At divg(he(@))] < ca(At |Dhe()]oo)? < ca(At]|Dhelloo)? -

Step 3: We now prove (5.24). Let ¢ € C?(R",R") and assume ||¢[/c2 < oo (otherwise there is
nothing to prove). Coming back to the definitions of push-forward varifold (Definition 1.4.1) and
weighted first variation (1.13), we have

176V I0) =~ V1) - ALS(V, 2) ()
= [ el sh@) = (@) = At pla) divs(he(2) = At Vi(a) - he(a) AV (@,5). (.30
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Let (z,S5) € R" x G4,,. We first recall that f(z) — x = At h.(x) so that
1f(z) — 2| < At ||heloo < c1 AtMe2

thanks to (5.16). We can then apply Taylor’s inequality to ¢ between = and f(z) to obtain
lp(f(2)) — (@) < 1f(@) = 2| Vel < 1Ml c2At e~ (5.31)

and
(0(F(2)) — () — At hel) - V(@) = ol F(2) — 9(a) — (F(z) — ) - V()
02
< SIf@) — 2PVl < T ol . (5.32)

Now rewriting the integrand in the right-hand side of (5.30) and using (5.31), (5.29),(5.28), (5.32)
and Proposition 5.1.2 we have

o(f(2))Jsf(x) —p(x) = At p(x) divs(he(z)) — At Vo(w) - he(2)]
<le(f(2)) = ()| [Js f(x) = 1] + @(2) [ Js f(x) = 1 = At divs(he())]
+p(f(2) = p(z) = At he(z) - V()|
2
<c1M|pllc2 At 672 caer MAL e + || pllooca(ct MAL e™4)% + %MQHL,DHCzAtQ g4
<3ctey||pllce M2 AR 678 < cs||pl|ce M2 AL 678
and integrating the previous inequality together with (5.30) leads to (5.24).

Step 4: By definition (5.5), h. = ®. * h. and thus, for all S € Gin, divg(he) = S(VP,) * h.. Then,
by definition of 4V and (1.17),

OV (he) = /]R"XG divg(he(z)) dV(x, S) = /]R”XG /R" S(V®.(y — x)) - he(y) dy dV (z, S)

:/ / S(Vo.(y — x)) dV (x,S) - he(y) dy
nJR"XGqn

(@ V@)L,
@ V() +2 Y=

We are left with the proof of (5.26). We recall that ¢; = 4cicy and we assume that At satisfies
csAt < M3¢8 then At in particular satisfies (5.22), assumption under which the map f is a
diffeomorphism of R" and (5.28) holds. Consequently, applying Definition 1.4.1 of push-forward
varifold and using (5.28), (5.25), and (5.17), we obtain

:/n(q)s*5V)(y).BE(y) dy:_/

| £ VIR = / Jsf(x) dV(z, 5)

R"XGg,pn
- / 1+ At divg(he(2)) + (Jsf(x) — 1 — At divg(he(z))) dV(z, S)
R"xGg n

< |[VI[(R™) + At 8V (he) + caM (At]| Dhe |00 )?
< JJV]|(R™) + MSC%C4At2€78
< IVII(R™) + At

hence concluding the proof of (5.26). O
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Given M > 1 and a d-varifold Vj satisfying ||Vp||(R™) < M, Proposition 5.1.3 gives the con-
dition c5At < M~3¢® allowing to define V; = fouVo with fo = foy, = id + At he(-, Vo). We
would like to iterate on several time steps and thus push the varifold V; by the map f1 = f. 1, =
id+Athe(-, V7). However, note that || fo. Vo ||(R") < M + At and not necessarily || fo« Vo|(R") < M:
the choice of At is no longer suitable. To rule out this issue, we can initially choose At satisfying

s At < (M +1)738. (5.33)

(5.26) thus ensuring |[V1[[(R™) = || foxVol[(R") < [[Vo[|(R") + At < M + 1, and we can iterate the
process as long as the mass remains less than M + 1, thus at least |1/At| times when consider-

ing uniform time discretizations of [0, 1]. Considering a possibly non uniform time discretization
m

(At;)i=1..m € (0,1) of [0,a] for a < 1: > At; = a < 1, one can iterate the process m times with At;
i=1
being the time step at step i, this justifies the following definition.

Definition 5.1.4 (Time-discrete approximate MCF). Let M > 1, ¢ € (0,1) and a € (0,1]. Consider a
subdivision T = {t;}I", of [0, a] (see Definition 1.1.1) and assume
es0(T) < (M +1)738 (5.34)

where At; = t; —t;_1 fOT’i =1,...,mand (5(7-) = maxi|<;<m At;.
Let Vo € Va(R™) satisfy ||[Vo|[(R™) < M. Define (Vz7(t:)),_o ., by Ver(0) := Vo (to = 0) and, for
1=1,...,m,

Ver(ti) := figVer(tizn) with  fi =id+ At; he (1, Ve 7 (tiz1)) -

We then define the family (V. 7(t)) te[0,) by linear interpolation between the points of the subdivision, and
we call it a time-discrete approximate MCEF:

Ver(t) == [id + (¢t = ti)he (-, Ver (ta))] Ve (t)  if € [ti, tigal.

Remark 5.1.5. We note that under the assumptions of Definition 5.1.4 (and using the same nota-
tions), we have
Ver@IR™) < M +1, Vte[0,q], (5.35)

and we will use (5.35) extensively throughout the chapter.
Moreover, if we assume that there exists Ry > 0 such that spt Vo C B(0, Ry) x G, then
vt € [0,a], sptVer C B(0,Ro+ci(M +1)e72) x Gy, -
Indeed, thanks to Proposition 5.1.2 and (5.35), for ¢ € [0, a] C [0, 1],
e (s Ve,r (8) oo < er(M + 1)5_2

and therefore, spt V2 7(t) C B (0, Ro+ c1t (M +1)e™?) x Gq,. Such compactness property will
be used when letting At go to 0 to define a limit flow in Section 5.2.

Remark 5.1.6 (Piecewise constant flow). Note that in Definition 5.1.4, we first define V_ 7(¢;) at the
points t; of the subdivision 7" and we then define V_ 7(¢) for t € [t;, t;+1] by a linear interpolation
between ¢; and t;;. It is possible to consider an alternative definition of the flow between ¢; and
ti+1, simply taking the following piecewise constant extension: for i € {0,1,...,m — 1},
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As we will see in Proposition 5.2.2, both V, 7 and Vsp fr lead to the same limit flow V; when the size
of the subdivision tends to zero. We consequently restrict our study to only one of the two flows
and we choose to investigate V. 7 introduced in Definition 5.1.4.

Hereafter, M > 1 and ¢ € (0,1) are fixed, all subdivisions we consider satisfy (5.34) and we
define time-discrete approximate MCF starting from a varifold of mass less than M.

5.1.3 Stability of the time-discrete approximate MCF with respect to the initial datum

When investigating a discrete scheme of a flow, the stability arises as a crucial issue. More pre-
cisely, we consider in Proposition 5.1.9 two time-discrete approximate MCF (V' (t)); and (W (t)):
respectively from V; and Wy and we prove that the stability holds in terms of bounded Lipschitz
distance: A(V (t), W(t)) < exp(At)A(Vy, W), where A ~ e~ 7. Up to a constant, A is an upper
bound of the Lipschitz constant of V'~ h.(-, V) with respect to the C'-norm, as established in
Lemma 5.1.7. In Remark 5.1.10, we draw a parallel with the classical time discretization of ODEs
showing that A is the expected constant in our setting.

Lemma 5.1.7. Let € € (0,1) and M > 1. Let V and W be two varifolds of V4(R"™) satisfying ||V ||(R™) <
M, [[W||(R™) < M. There exists cg > 4c; only depending on n such that

|he(-, V) =he(-, W), < ceMe " °A(V,W) and ||Dhe(-, V) — Dhe(:, W)l < ceMe T "TTA(V,W).
Proof. We set
e = max{4ey, (1 + cown)(c(2m) ™% + ) (2 + 1)} (5.36)

thus ¢ > 4c; . Lete € (0,1) and M > 1. Let V and W be two varifolds of V;(R") satisfying
[VI[(R™) < M, |[W][|(R") < M. We first show that

@2 # [[V]] — @+ [W[l| < (e(2m)” % + co)e™"">A(V, W), and

[@c % 6V — @ SW || < 2(c(2m) 72 + co)e AV, W) (5.37)

We have for any € R" by (5.9) and the definition (5.2) of ®,

b« [V](@) = - (W) =| [ ®ule=pdlVIw) - [ @a =)W

= ]uvu @ ) — W (@:(- — )|

< max{ | oe, Lip(@) JA(IV ], W)

< max{c(QW)*%an, (0(27T)7% +co)e "TIAIVIL W
< (c(2m)7 2 +eo)e "TPAV, W),

since A(||V [, [[W]) < A(V,W), this gives the first estimate of (5.37). For the second estimate we

first recall that for x € R", &, % 0V (x) = SV, (z —y)dV(y,S) and we thus compute the
R™ XGdyn
Lipschitz constant of the map O : (y,5) — S(V®.(y)) (the map y — = — y being an isometry), we
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have for (y, S), (2,T) € R" x Gg,, using || S| =1
©(y,5) = O(y, T)| = [S(VP:(y)) - T(V(2))|
<[5(Ve:(y)) - ( )+ 15(VO:(2)) = T(V(2))|
<151V (y) = VO(2)[ + [|5 = T [VP:(2)|
< Lip(Vee)|y — Z\ + [V |oollS =T
< 2(e(2m)72 +¢p)e™*  thanks to Lemma 5.1.1.

Therefore Lip(©) < 2(¢(27) ™2 + ¢p)e "4, also from (5.6) we have [|0]|s < (¢(27)72 + ¢o)e 2.
We can now carry on with the proof the the second part of (5.37), for x € R",

B %6V (z) — Do OW (2 ‘_‘/ S(V®.)(x — y)dV (y, S / S(V®.)(x — y)dW (y, S)

< max{||0||o0, Lip(©) }A(V, W)
< 2(e(2m) 7% 4+ co)e "TEA(V, W),

which gives the desired result. We carry on with the proof of Lemma 5.1.7. Let x € R", from (5.37),
(5.16), we have

i ) B O, x5V (z) o W (x)
he (2, V) =he( ‘ ’@ «|VI@)+e @ [W]|(x) +€‘
(z) — @ * |W](2)]

|®. % 6V (x) — P x SW ()| ‘ O, x W ()
P [[V|(z) + € D [[W]|(x) 4 & D [[V|(z) + e

1 . 1
Z®e %0V = Dok W oo + [[he (-, W)lloo Z | Be * [V = @ W

IN

< i (2( (21)"F + co)e ™ + ey Me~2(e(2m)F + co)a*H) A(V, W)
< (c(2m)72 4 ¢o) 24+ a1 M) e "TEA(V, W) (5.38)
< cgMe " TSA(V, W)
We recall that h. = ®. * h. and we obtain thanks to (5.3) and (5.38):
1he (-, V) = he(-,W)lloo < el ptllhe(-, V) = e, W) oo < csMe™" AV, W) .
Similarly Dh, = V@, he and using (5.8) and (5.38), we obtain

1Dhe (-, V) = Dhe(-, Wlloo < [IV®el 11 ( V) = he (-, W)|oc
< e (14 cown) (e(2m) % 4 ¢o) (2 + 1L M) A(V, W)™ P
< cgMe " TA(V, W),
hence concluding the proof. O

In Proposition 5.1.8, we investigate the evolution of the bounded Lipschitz distance between
two varifolds V' and W through one step of the time-discrete approximate flow introduced in
Definition 5.1.4. The proof relies on the Lemma 5.5.5, Lemma 5.1.7 and on careful estimates of the
Lipschitz constant of the map (z,5,V) € R" x Gg, x Vg(R") = Jgfev(x).
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Proposition 5.1.8. Let ¢ € (0,1), M > 1. Let V € V4(R™) with |V ||(R™) < M. For At > 0, such that
es AtM3 < £8. (5.39)

We recall the notation
fev i=1d+ At he(-, V).

Let g € CY(R™,R™) be such that |Dg — I,||oc < 2c1AtMe=?. Let ¢ = 6(128ncacsce + cica). Then, for
any (z,5),(y,T) € R* x Gy,

| Jsfev (@) = Jrg(y)| < er (AtMe*||S = T|| + AtMe ™z —y| + | Dfey — Dgllso) - (5:40)
Let W € Vy4(R), |W|(R™) < M, we have
[Jsfev (@) = Jrfew(y)| < erAM (7S =T+ lr —y| + " TAWV, W) (541)
Moreover, we have

A((fev)# Vo 94 V) < IVIIR™) (28] fev — gller + 1 fev = T gllo) (5.42)

and,
A((fo) 4V, (few) 2 W) < (1 + ez AtM2 ™" A(V, ). (5.43)

Proof. As previously, € is fixed throughout the proof and consequently, we can write fy (resp. fw)
instead of f. v (resp. fe,w). We recall that for S,T" € G4, we choose S, T as in Lemma 5.5.5 such
that that ||S — T'|| < 2||S — T'||. In the proof, we use extensively the formulas

SoSt=ToT' =1y |S| = |T| =1, and ||A|| = ||A?| for any matrix A.
We define G := Dg — I,, and recall that by hypothesis one has

|G loo < 2c1 M Ate™. (5.44)
Step 1: We prove

IS0 Dfev(z) o Df.y(z) oS —T o Dg(y)' o Dg(y) o T

D 6 (5.45)
<4 (8ertMAte™||S = T|| + csMAte |z — y|+ |Dfev — Dyglloo) -

We set . . . .
P:=SoDfy(x) o Dfy(xr)oS"and N :=T o Dg(y)' o Dg(y) o T".
Setting F' := AtDh.(-, V') for simplicity, we have:
P=1;+So(F(z)'+ F(z))oS"+SoF(z)! o F(x) o S*
=14+ Ay + By,
and similarly

N=I;+To(G'y)+G(y) oT" + T o G'(y) o G(y) o T"
= Id+Ag +Bg.
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Then
[P = N| <Ay = Agll + B — Byll-

We have from (5.142)
14 = Agll < 2(IF @)l + IGW)) 1S = Tl + 2/ F(z) = G(y)]. (5.46)
Similarly, from (5.142) we can infer that
1B — Byl < 2 (IIF (@)II” + IGWI?) 1S = T + (IF @)l + |G [|IF(z) =Gl (547)
We note that using (5.18) (we recall that F(x) = AtDh,(z,V))
IF(z) = Gl < |F(2) = Fy)ll + 1F(y) = G|l < ectMAte™ |z — y| + [ Dfy — Dylloo.  (5.48)

Finally, from (5.46), (5.47) , (5.48) and Lemma 5.5.5 we obtain (using | F'(z)| < c; M Ate=* < 1 and
IG(y)|| < 2c1MAte™ < 1)

1P = N|| <4([F@)| + G IS = Tl + 4| F(z) — G(y)]|
<4 (caMAte™ + 2e; MAte™) ||S — T|| + 4t MAte |z — y| + 4| Df — Dgl|so
< 32e; MAte™||S — T|| 4+ 4cs MAte™%|x — y| + 4| Dfy — Dygl|oo

and this finishes the proof of (5.45).
Step 2: We prove

‘Jsfsy(:n)—JTg(y)‘ < 5120162AtM€_4HS—T||+640102AtM5_6|1:—y|+6462HDfs,V—DgHOO, (5.49)

then (5.40) follows directly by definition of ¢7 (recalling that 4¢; < c¢g).
Let V' € V4(R") be such that ||V ||(R") < M, let (z,5), (y,T) € Gq,, and set

P=SoDfy(z) o Dfy(x)o St and N =T o Dg(y)t o Dg(y) o T* .
Let us show that

1
|P—14|| <=, [N -1 < i and P is invertible with ||P~!|| < 2.

| =

To this end, we apply Lemma 5.5.3 with L = Sand R = At Dh.(z, V). Using (5.17) and (5.39), we
first note that

1
VzeR", At |Dho(z, V)| <At ciMe™* < < — <1 sincecs = 40%04 andc; > 1.
46104 404

(5.50)
1
In particular |R|s < Aol < 1 allows to apply (5.144) so that
4
1P — I < d|P— 14|, < d\So (F(2)" + F(x)) 05" + 50 F(z)' o F(z) 0 5*
> 5.51)
nes 1 1 . (
< < —< — — > .
< neg |F(z)]| < 1o =16 < 1 since ¢4 > 4ncs
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As ¢3]R|o < 1, we can also apply (5.145) to conclude that det(P)% — 1] € ¢|R|x < % < 1and
thus P is invertible. Furthermore, using (5.51), we have

. _ _ . _
IP7H < IIP™H = all + 1all < IPTHIIP = Lol + 1< SIPTH+1 = [PTH[ <2, (552)

We recall that Dg(y) = I,, + G(y), from (5.44) and (5.34) we can assert that

1
1G(y)]oo < 201 MAte™ < — <1
204

(where we used ¢5 = 4c%04, ¢4 > 2 and ¢; > 1). We can thus apply (5.144) to obtain

IN = Ll Sd|N — Ia| = d|T o (G(y)' + G(y)) o T* + T 0 G(y)' 0 Gly) o T*

nes (5.53)

1
<ne3|G(y)] s < o < 1 since ¢4 > 4ncs.

We can now show that P and N satisfy the condition given in (5.152). Indeed, from (5.51), (5.52)
and (5.53), we have

_ 1 1
PP - N < 20P - ) - (¥ - Tl <2 (G +7) <1

and thus applying (5.152) leads to
det(P) — det(N)] < e |det(P)| [|P~1] [P = N|| < 8¢5 [|P = N| (5.54)

since det(P) = Jg fy(z)? < 4 by (5.23). We know that fora > 1,5 > 0

2 2|
+b

la

la —b| = < 2|a® — 2. (5.55)

We have by (5.23) det(P)% = Jsfv(z) > % and by the positivity of the tangential Jacobian
det(N) > 0, applying (5.55) with a = det(P)% and b = det(N )% we obtain using (5.54),

det(P)2 — det(N)2| < 2|det(P) — det(N)| < 16¢2||P — N. (5.56)

Finally we obtain (5.49) from (5.56), (5.45) and the definition of P and N.

Step 3: proof of (5.41). We fix W € V4(R") satisfying [|[W||(R") < M and (z,S), (y,T) € R" x Gg,.
From (5.17) we can state that || D fiy|lcc < 2c1MAte™4, this allows to apply (5.49) with f,, and
g = fw so that

| Jsfv (@) = Jrfw(y)| < 512c1coMAte™||S = T|| 4 64c1caM Ate™ %z — y| + 64co|| D fyy — D fir || oo

(5.57)
From Lemma 5.1.7 we deduce that

IDfv = Dfwlloc < At||Dhe(-, V) = Dhe(-,W)|loo < csMAte™" AV, W) (5.58)
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recalling that c¢; = 6(128ncacsce + c1c4) we obtain (noting that 4¢; < ¢g)

|Jgfv(:v) - JTfW(y)} < 512c1co MAte™||S — T|| + 64cicaM Ate™ |z — y| + 64cacg M Ate T A(V, W)
<128cacq
< et AtM (e78z — y| + 7S — T|| + e " TA(V, W))
(5.59)

and we finish the proof of (5.41).
Step 4: We now study the Lipschitz constant of the map (z, 5, f) — Df(z)(S), which will be
crucial in proving the remaining estimates of the proposition. We namely prove

|Df-v(x)(S)—Dg(y)(T)|| < (14+326nc1cs M Ate™) || S—T || 4+-41e; M Ate |z —y|+41|| D f- v— Dy 0o-
(5.60)
By Definition (1.10) we have

Df(z)(S) =YY'Y)"'Y? and Dg(y)(T)=2Z(Z'z)"' 7t
where Y = Df(z) o S and Z = Dg(y) o T*. We recall the following notations:
P=SoDfy(zx) oDfy(z) oS (=Y'Y)and N =T o Dg(y)' o Dg(y) o T'(= Z'Z) ,

and F(z) := AtDh.(x,V), G(y) := Dg(y) — I,. By the formulas StoS=Sand T"oT =T, if we
set P=P ! —J;and N = N~! — I, we obtain

Y (YY) lyt = (Sf + F(z)o St> oP o (5 + 3o F(x)t)

=S+850PoS+F(x)oS'oP oS+ S5 0P oSoF(z)! +F(z)oS 0P toSoF(x)

=R;

=S5+Cy+ Ry + Ef

and similarly

2(Zt2) 17t = (Tt +G(y) oTt> oN"lo (T+To G(y)t)
=T+T'oNoT+Gy)oT o N ToT+T o N 1 oToG(y)! +G(y) o T o N1 o T o G(y)*

=R,
=T+ Cy+ Ry + Ey.
We have then,
YY) = 2(Z'2)7' 2" < IS =TI + |ICr = Coll + 1Dy — Dyll + | By — Byl (5.61)
We first prove that
|Ct — Cy| < 144nciesMAte™ || S — T|| + 16¢; M Ate 8|z — y| + 16| D fyy — Dy oo- (5.62)

From (5.51) and using (5.17) we have

1P — 1| < dcs||F(x)||o < des||F(x)] < depes M Ate ™.
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In particular, (5.52) implies that || P~!|| < 2. Therefore,
18] = [P~ = L]l < [|P7 1P = Lul| < 2deresM At
Similarly (recalling that ||G(y)|| < 3ci M Ate=* < 1) (5.53) implies
IN = Il < neslG(y)|oo < nez||Gly)|| < 2neiczMAte™
In particular, same computations as in (5.52) implies that || N~!|| < 2. Therefore,
[N = IN"! = Igl| < [INTH|IN = Il| < 4neiczMAte™
Finally, by (5.45) we have

1P = N[ = (P~ = Li) = (N = L)l < |[P7H(P = N)N Y < [PHINTHI|P — N

. 6 (5.63)
<16 (8crMAte™||S = T|| + exMAte ™|z — y| + || D fy — Do) -

We carry on with the proof of (5.62), we write using the previous estimates, Lemma 5.5.5 and
(5.142)

ICf— Cyll < |80 Po§— Tt o N o
<2(| 2|+ INIDIS = T|| +||P = N| < 16nciesMAte™||S =T + || P — N||
< 144nciesMAte ™| S — T'|| + 16¢; MAte S|z — y| + 16| D fy — Dglo

and we are done with (5.62). We now prove
IRy — Ry|| < 144c; MAte™||S — T|| + 20c1 M Ate 5|2 — y| + 20||D fy — Dg||oo- (5.64)

Indeed, using that P! = P, N* = N, and recalling that ||[P~!|| < 2 and || N !|| < 2, we deduce that

|IRf — Ryll = |F(z) oS o PP oS+ St o P oSoF(z)! —G(y)oT' o Nt oT —T o N1 o T o G(y)!||
<2|F(z)oS'o P to S —G(y)oT o N Lo T|
<2F(z)oSto Pt oS —F(z)oSto P toT||+2|F(x)0o St o Pt oT —F(z)o St o N1 o T
+2|F(z)oSto N toT —F(z)oT' o N Lo T|| 4+ 2|F(z)oT' o N L oT —G(y)oTo N LoT|
<2 F@IPIE - T + 20 F@II P - N7
FF@IINIS - 7l + 2N F) - Gl
< 16¢; MAte™||S — T|| + 2c1 M Ate ™ ||P — N|| + 4 Lip(F)|z — y| + 4| Dfy — Dgllso

—

then the estimate (5.64) follows from (5.63) and Lip(F) < ¢; M Ate° (estimate (5.18)).
We now show that

|E; — Eg|| < 38cit MAte™||S — T|| + 5e1 MAte |z — y| + 5| D fyy — Dgl|oo- (5.65)
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Indeed, recalling that |[P7Y| < 2, [N7Y| < 2, [|[Flle < ciMAte ™ and ||Gl|oo < 2¢1 M Ate™* and
using Lemma 5.5.5 one has
1By — Byll = IF(@) 0 § 0 P~V 0 §0 F(z)t — Gly) o T o NV o T o Gly)|
<||F(z)oStoPloSoF(x) —F(z)oS'oPloSoG(y)
+ |F(xz)oSto Pl oSoG(y) — F(z)oSto P Lo T o G(y)!|
FIF@)o8to Pl oToGy) — Fz)o§ o N1 oT o Gly)|
+|F(x)oSto N LoToG(y) — F(z)oT' o N Lo T o G(y)!|
+||F(z)oTto N L oT o G(y) —G(y) o T o Nt o T o G(y)!|
< (IE@ NP+ IGIIN) 1F@) - Gl + @GP + N IS - 7
+HIIF@GWIAP = N7H)
< 6ei MAte ™| F(z) — G(y)| + 166 M2 At?e 8|S — T|| + 23 M? At~ 8| P~ — N7
< IF@) - G(y)ll + AHlS — T| + | B — N
where we used csAtM3:78 < 1, ¢5 = 4c3cy, 1 > 2 and ¢4 > 4. Now, we use ||F(z) — G(y)| <

ctMAte %z — y| + ||Dfy — Dg|| and (5.63) to deduce (5.65). Finally, plugging (5.62), (5.64) and
(5.65) into (5.61) finishes the proof of (5.60).

Step 5: proof of (5.42). Let p € COYR™ x G4,,R) satisfying ||¢]lc < 1 and Lip(¢) < 1. For
(x,8) € R" x Gy, from (5.60) and (5.23) we have

| o(fv(2), Dfv (2)(S))Js fv (@) — (g(x), Dg( )(5))Jsg()]
< | (fv(x), Dfv(2)(S)) = ¢(g(x), Dg(x)(S)[|Js fv (x)| + ¢(g(x), Dg(x)(S))|Js fv(z) — Jsg(x)]
< Lip(¢) (Ifv(x) = g(x)[ + [[Dfv (2)(S )— 9@) () N fvlloe + [#lloclJs fv (z) — Jsg()|

2
< |fv = 9glloo + 41§HDfV — Dglloc + [|J-fv = Jglloe <28||fv — gllcr + |- fv — .9l

where || - || is taken over all (z, S) € R" x G4,,. From the previous inequality and the definition
of the push-forward, one has

[fvaV (@) = g4V ()| < IVIR™) (28] fv — gllor + 1. fv = Tglloc ) -

We can eventually take the supremum with respect to ¢ and conclude

Alfv4Vig4V) = S [fvaV(e) = gxV(o)| < IVIR™) 28] fv = gller + 1 Tfv = Jgllo) -
Plloo
Lip(p)<1

Step 6: proof of (5.43) . We first apply (5.42) with V' =W, f = fy and g = fw so that (recalling that
c7 = 6(128ncacses + c1c4))

A ()W, (fw)aW) < M 28| fv — fwler + |1 fv = J fwlle)
< 28MAL||he(-, V) = he(-, W)]|cr + 64cacg M2 Ate ™" A(V, W) by (5.59)
< (56¢6 + 64cace) M2 At e~ "A(V, W) by Lemma 5.1.7
< %MQAt e TA(V, W). (5.66)
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We now prove that
A((f)4V: (f)4W) < (1+ 5 M2At"0) AV, W). (5.67)

Let o € CP1(R™ x Gan,R) satisfying ||¢|loc < 1 and Lip(¢) < 1 and coming back to the definition
of A (see Definition 1.2), we consider v : (z,S) = o(fy(x), Dfy(x)(S)) Jsfv(z). As fy isa Cl-
diffeomorphism, we have ¢ € CY(R" x Gy,,) and by definition of varifold push-forward,

‘/sod(fv)#V—/wd(fv)#W‘ - ]/de—/de

One has to pay attention to the fact that the || - ||oc and Lip(-) refer to both variables (z,S) €
R"™ x Gg4,. Introducing the notations ¢ : (z,S5) — Dfy(x)(S) = (I, + At Dh.(z,V)) (S) and
Yo : (x,8) — Jsfy(x), we have

< max([|¢)loo, Lip(¢)) AV, W) . (5.68)

Lip(1) < (1 + 326nc1c3MAte ), Lip(the) < 128cocs M At
lth2]loo <14 creaMAte™ and  Lip(fy) <1+ MAte ™. (5.69)
Indeed, let (z, 5), (y,T) € R" x Gq, then (5.60) with fiy and g = fy imply
11 (2, 8) — 1 (y, T)| < (1 + 326nc1esMAte™)||S — T|| + 4ley M Ate= |z — y
< (1+ 326ncicsM Ate ®) (IS — T + |z — y)).
Furthermore, by (5.59)
[o(x, S) — oy, T)| < 128coce MAt e C (|2 —y| + ||S = T|) ,

and by (5.23) and (5.17), |Jsfv(x)] < 14 c4At |Dhe(-,V)|loo < 14 c1caM At e~*. We also have

Lip(fv) < 14 At Lip(h.) < 14 c; MAt £~ thanks to (5.17). With (5.69) in hand, we can estimate
Lip(v) as follows:

(2, 8) = ¢y, T)]
<le(fv (@), (2, 5) = (fv (), Y1y, T))I 1¥2lloo + llelloo Lin(e2) (|2 — y[ + (1S = T1))
< [Lip(¢) (max{Lip(fv), Lip(¢1)}) l¥2]lec + Lip(¢2)] (|2 —y| + (1S = T|)

and therefore, recalling that ¢; = 6(128ncacscs + c1c4), we have using cg > 4eq:
Lip(y) < (1 + 326ncicsMAte™®) (14 creaM At e™?) + 128¢pc6 M At 6
<1+ (326ncic3 + ci1eq + 1280206)MA755_6 + 326TLC%63C4M2At2 g~10
< 1+ (82ncscs + creq + 128cacs + 21ncscg) M Ate O
< (1 + ‘;JMQAtg—fﬁ) : (5.70)
since by assumption 1 < M and (noting that cg > 4 and by definition c5 = 4c3cy)

326%0%6364M2At2 10 < 82neses MAAL2 ™10 < 82nes M Ate ™2 < 21ncgeg M Ate ™6

C —
[l < e lcllbelloc < el < (1+ 5MAt0) 57

we insert (5.70) and (5.71) in (5.68) and take the supremum over all ¢ to infer (5.67). Combining
(5.67) and (5.66) we conclude the proof of (5.43), and subsequently the proof of Proposition 5.1.8.
]
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Iterating Proposition 5.1.8 leads to the following stability result on the time-discrete approxi-
mate MCF.

Proposition 5.1.9 (Stability with respect to the initial datum). Let ¢ € (0,1) and M > 1. Let V and
Wy be two varifolds in Vg(R™) with ||V ||(R™) < M, |[W]|(R™) < M.

Let T = {t;}[* be a subdivision of [0, 1] (in the sense of Definition 1.1.1) satisfying (5.34). Denote by
Ve 7 (t) (resp. W, 1(t)) the time-discrete approximate MCCF with respect to T starting from Vy (resp. Wp)
as introduced in Definition 5.1.4. Then, for any t € [0, 1], one has

A (Ve (1), Wer (1) < exp(erat e 1) A(Vo, Wo), (5.72)
where cz v = c7(M + 1) and c7 was introduced in Proposition 5.1.8.

Proof. As e € (0,1) and the subdivision 7 are fixed, we write V' (¢) (resp. W (t)) for V. 7(t) (resp.
W, 7(t)) hereafter. From (5.43) applied with V' = V (t;_1), W = W(t;—1) and At = d; = t; — t;—1,
and noting that ||V (¢;—1)[|[(R™) < M + 1 and ||[W (¢;—1)[[(R™) < M + 1 (see Remark 5.1.5), we infer
that forany i € {1...,m} we have:

A(V(t:), W(t:) < (14 eradi e VAV (tim1), W (ti-1)) -

By iteration of the previous inequality for £ € {1...,7} and applying the inequality 1+ a < exp(a)
in R, we obtain

AV (L), W(t)) < H(1 + crmdy e AV (0), W(0)) é,, exp(cr,mti e ") A(Vo, Wo) .
k=1 E}g:ldk—t

Let now t € (;,t;+1] and apply once again Proposition 5.1.8 (with At = ¢ — ¢;) so that

AWV (), W) < (L+erm(t—t)e ™A (V(ti)aW(ti))
<A 4+cermt—t)e ™" )eXp(C7Mtz )A(VO,WO)
<ex ’

xp(ermt e ") A(Vo, Wo)

thus ending the proof of the stability of the time-discrete approximate MCF with respect to the
initial datum. O

Remark 5.1.10 (Analogy with ODE discretization). The construction of the time-discrete approx-
imate MCF defined in our work can be compared to the discretization of the classical Cauchy
problem in [0, T']:
{ Yy (t) = f(y:1),
y(0) = wo.

It is known that the stability constant (with respect to the supremum norm on [0, 7']) for the explicit
Euler discretization of the ODE is exp(LT) with L = max Lip(f(-,t)) (see for instance [8, Section

2.4]). Comparing with the stability estimate (5.72) we obtain in Proposition 5.1.9, we observe that
cr. e ™" is indeed a bound on the Lipschitz constant of V +— H.(-, V) when V,(R") is endowed
with the Bounded Lipschitz distance A and C!(R", R") is endowed with | - |1, see Lemma 5.1.7.
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5.1.4 Stability with respect to the subdivision

In this section, we investigate the robustness of the time-discrete approximate MCF (introduced
in Definition 5.1.4) with respect to the choice of the subdivision 7. It is a natural property to ex-
pect for a numerical scheme and it is furthermore crucial in order to take the limit "§(7) — 0”
and obtain a well-defined “time-continuous” approximate MCF as subsequently done in Theo-
rem 5.2.1. We establish in Proposition 5.1.11 that time-discrete approximate MCF are stable with
respect to subdivisions. The proof of Proposition 5.1.11 is split into several steps: the section starts
with two lemmas (Lemma 5.1.12 and 5.1.13) aiming to compare two flows corresponding to a fine
subdivision and the trivial subdivision of small time interval [0,]. Then, in Lemma 5.1.15 we
extend the comparison to the case of two nested subdivisions of the interval [0, 1] from which
Proposition 5.1.11 can be inferred straightforwardly.

Proposition 5.1.11 (Stability with respect to the subdivision). Let ¢ € (0,1) and M > 1. Let V; €
Va(R™) with ||Vo||(R™) < M, let Ty = {t;}]"y and Ty = {sj}gfil be two subdivisions (Definition 1.1.1) of
[0, 1] satisfying (5.34). Let V. 1, (t) (resp.V. 1, (t)) be the time-discrete approximate MCF with respect to Tp
(resp. T2) starting from V. We set:

§ =max {6(71),0(7T2) }.

Then, for all t € [0, 1], one has:
A(V%Tl (t)v ‘/:577—2 (t)) < ClO,Mt5€_n_11 exp (C7,Mt€_n_7) )

where cio.y = c10(M + 1)% and c1 is a constant depending only on n and c7 py was introduced in
Proposition 5.1.9.

Before proving our Proposition 5.1.11, we shall introduce some preliminary lemmas.

In the following lemma, we measure how far the push-forward operation is from satisfying
the semigroup property. In practice, we measure how far apart are two time-discrete approximate
MCFs constructed with respect to two subdivisions including the trivial subdivision.

Lemma 5.1.12. Let ¢ € (0,1), M > 1and § > 0 such that Scs(M + 1)3¢® < 1. Let Vi € Vy(R™) with
[Voll(R™) < M. Consider T = {t;}, a given subdivision (1.1.1) of [0, 6] and T the trivial subdivision
of [0,4]. Fori € {1,...m}, we introduce

di=t; —ti-y and fi = (id+d; h-(-,V)) -
We then consider two different flows:

o (Voi(ti)),_,.,, where V. 1+ is the time-discrete approximate MCF of Vi with respect to T' accord-
ing to Definition 5.1.4,

o (Vorts))

is defined as follows:

Vo) =V
{ Ver(ti) = (fi)gVer(tizn) Vie{l,...m}. (5.73)

Then,
A (V&T(ti), Ve (tl)> < CgMBt?Eilo Vie {0, e m},

where cg = 112¢2 + 3cies.
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It is important to note that using the previous notation with At = d;, we have f; = f. 1, while
the definition of time-discrete approximate MCF would involve f, y. ,(,_,) instead. The velocity

he is taken with respect to the initial varifold all along the subdivision when defining V. 7.
Proof. We introduce the following notations: gy = §o = fo = fo =id and
Vie{l,...m} g =id+th(,Vo) and G =fio---ofi.
Step 1: we first prove that forall i € {1,...,m},
13 — gillcr < AciMt2e710 . (5.74)

Indeed, let i € {1,...m} and z € R", we have by definition

gitx) = fio...0 fi(z) = fi (§im1(2)) = Gim1(x) + di he(Gio1(2), Vo) = 2+ Y _ dihe (Ge1(2), Vo)
k=1

hence [Gi(z) — 2| <Y d |he (Gr-1(2), V)| < ti 2 VD)l (5.75)
k=1

gi(x) = x +tihe(w, Vo) =2+ Y_di he (2, VR)
k=1

and applying the mean value theorem we infer

19i(x) = gi(@)| < d [he (Go-1(x), Vo) = he (2. Vo)l < Y di| Dhe(:, Vo)lloo |G-1(2) — 2|
k=1 k=1

< titioa|[Dhe (- Vo)lloolhe (-, Vo) oo
< t2ciM?c % thanks to Proposition 5.1.2. (5.76)

We proceed similarly to bound the derivatives but we have to handle the term Dg;(z) arising from
the chain rule applied to « — h.(gi(z), Vp): recalling that g; = (id + d; h(-, Vo)) © gi—1, we infer for
ze€R"and i€ {1,...,m},

1Dgi(2)|| < llid + di Dhe(gi(2), Vo) |1 Dgi-1(2)|| < (1 + d; cxMe™)|| Dgi-1(2)| using (5.17)

< H (14 dy, ctMe™?) | Dgo(z)]| < H exp (dy ey Me™*)
k=1 k=1

< exp (ticlMafA‘) <2 (5.77)

where we used gg = id, 1 + s < exp(s) for s € R and
exp (ticlM5_4) < exp <5%5(M + 1)35_8> <exp(l/4) <2.
We can now expand Dg; and Dg; as we did previously for g; and g;:
Dgi(x) =id + Y _ dy Dhe (Gr—1(x), Vo) © Dgp_1(x) ,
k=1
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(5.17) and (5.77) implies

1Dgi() = id]| <D d | Dhe (Gr-1 (), Vo)l [ Dgr—1(2)]| < 2tic1 Me™, (5.78)
k=1

Dgi(z) =id +t; Dhe(2,Vy) =id + > dy, Dhe (2, V).
k=1

We can then apply the mean value theorem to Dh. (-, Vp), together with (5.75), (5.78) and Proposi-
tion 5.1.2 to infer

IDgi(x) — Dgi()|| < di | Dhe (Gr-1(x), Vo) © Dgi—1(x) — Dhe (x, Vo)
k=1
<Y di| Dhe(, Vo) lloo [1DGr—1(x) = id|| + [|D*he (-, Vo) [loo k-1 (2) — 2|
k=1
< 2t; ti,1(61M5_4)2 + 61M€_4tit@;161M€_6
<3EM* 2710 (5.79)

where we used t;,_; < t;, this ends stepl.
Step 2: we prove that ||.J.g; — J.Gi|lc < 3cicrM?t2e~10.
Estimate (5.78) allows to use (5.40) with V' = V¢, f = ¢; and g = g;, together with (5.79) we obtain

17.9; — J.gi|| < e7 (3cIM?*t3e™10) = 3cier Mt~ 10 (5.80)
and we finish the proof of step 2.

By (5.73) and Lemma 1.4.3 we have V..7(t:) = (fi), ((ﬁ_l)# — ((f])#vo)) = (§1) 2 Vo, (5.79)
allows to use (5.42) with V' =V}, f = ¢g; and g = g; so that

A (Ve (1), Verrr(8)) = A (@Y% (90)40) < Vol (R™) (28llgi — illea + 1791 = T dill) -

By plugging (5.74) and (5.80) into the previous formula, by using ||V, ||(R") < M, and by recalling
that cs = 112¢2 + 3c2cy, we obtain the desired result. O

In the following lemma we compare the time-discrete approximate MCFs of two given vari-
folds on a small interval of time, one defined with respect to the trivial subdivision and the other
with respect to a finer subdivision of the time interval. The proof is based on Lemma 5.1.12.

Lemma 5.1.13. Let ¢ € (0,1), M > 1. Let V and Wy in V4(R™) with || Vp||(R™) < M ,||Wp]|(R"™) < M.
Let § > 0 be such that c56(M + 1)3 < &% and consider T = {t;}™, a subdivision (1.1.1) of [0, J].

Denote by V_ 1(t) the time-discrete approximate MCF of Vi with respect to the trivial subdivision of [0, 6]
and by W, 1(t) the time-discrete approximate MCCF of Wy with respect to T

Then, for any i € {0,1...m}:

A(‘/&f/‘/(ti), We,T(ti)) S A(‘/o, Wo) exp (677Mti€_n_7> + 269’]\/[15?6_”_11 exp (677]\/[751‘6_”_7) (581)

where cg py = co(M + 1) and cg = 2c7(57cicq + cs).
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Remark 5.1.14. A particular case of (5.81) is when i =m
AV(5),W(9)) < A(Vy, Wh) exp(cszs_”_?) + 2¢9 pr6%e " M exp (077M55_”_7). (5.82)
The last inequality will be useful in the sequel.

Proof. The assumption c5d(M + 1)3 < &® implies that the subdivisions involved (77 and T) satisfy
(5.34) and allows to define time-discrete approximate MCF for both subdivisions. For every i &
{1...m}, set:

di =t —ti—

and define V. 7(t) the auxiliary flow as in (5.73). We have by Lemma 5.1.12

AWV (t), Wer (t:)) < A(Vergo (i), Ve () + AV (ts), We (L))

B : (5.83)
< esMPte™ 0+ AV 7 (t), We r(8)).

Now we only need to bound AV (ts), We(t:)). Slmllarly to Lemma 5.1.12 we introduce the
notation f; = id + d;h. (-, Vo). We recall that for any [ € {0,1...m}

Vor(t) = (d + dihe (-, Vo)) Ver (1) = fepVer (i)
hence,
AV (), Wer () = A <ng#‘~/:5,7’(tl71)7 (id + dihe (-, Wer(ti-1))) 4 Wai(tzq))

by (5.43) for V.= V. 7(t;_1), W = W.7(t;_1) and At = d,

( ld + dihe (-, Ve (t- 1))># Ver(tioa), (d + dihe (-, We r (81-1))) Wa,T(tl1)>

< AV (ticr), Wer(tizr)) (L + ez pdie™ 7).
By (5.42) applied with V- = V.7 (t;_1), f = fiand g = id + djh.(-, Ve.7(t;_1)), Lemma 5.1.7 and
(5.41) we assert that :
A ((a+ i Vart) , Voo finVerr (o))

< | Ver(ti-) (R (28dz|!ha(', Vo) = he (-, Ve (ti)llen + 1. fe = J.(Gd + dihe (-, VE,T(tl—l)))HOO)
< 56ced (M + 1) A(Ver(ti—1), Vo)e ™™ " + eody(M 4+ 12 AV (ti—1), Vo)e ™7
< 2erdy(M + 1)*A(Ver(ti1), Vo)e ™7,

(5.84)

where we used (5.35) and c7 > 56¢¢. Finally, we have by Lemma 5.1.12

AWy, Ver(tizn)) < AVo, Ve (ticr)) + A(Ve (1), Ve (ti))
< A(Vo, Ve (ti1)) + esMP e 10 (5.85)
<A

(Vo, Verr (t1-1)) + es MPty 16~
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Using (5.42) with V = Vj, f = id and g = id + ¢;_1h.(-, Vo) combined with Proposition 5.1.2 and
(5.23)

A(Vo, Ve (ti-1)) < [[Vol[(R™) (28[[ti—1he (-, Vo)llor + [|J.(id + ti—1he (-, Vo)) — J.(1d) | o)
< M (56¢1 Mty_1e™ + || J.(id + ti—1he (-, Vo)) — 1|oo)
from (5.23) together with (5.1.2) we infer that
[ J.(id + t;_1he (-, Vo)) — 1|oo < cati—1]|Dhe(-, Vo)|loo < creaMity_je™*
thus
A(Vo, Ve (ti—1)) < M (56e1 Mti_1e™* + creaMt;_1e™ ) < 5TcieaM?ty_1e™ " (5.86)

Summing up (5.84), (5.85) and (5.86) we obtain (recalling that cg = 2c7(57¢1cq + ¢g))

A ((id + dlhe(', {Nf‘sz(tlil)))# ‘7577’(75171)7 fl#‘?s,T(hl))

< 267dl(M + 1)2(570164M2tl,1674 + 08M3t171€74)€7n77
< cody(M + 1)t 1"

Thus,
AV (), Wer(t) < AVer(tio1), Wer(tic1)) (14 eraadie™ ") + couditie™ M. (5.87)
Iterating 5.87 for [ € {1,...14},

i

AVerg (), Wer(t:)) < AV (0), W(O) [T (1 + ezpudie™ ")

=1
i—1 -1
+ Z comdi—itiie ") H (1+ crmdimje"77)

= A(V(0), W(0)) exp(crartie " 7) + A

To bound A, we note first that ¢;_; < t; forany ! € {0,...,i} and that

J=0

-1 i1
H (1 + C7dei—J’€7ni7) < H (1 + C7,Mdz‘—j57n77) < eXp(C7,Mtz‘€7n77).
=0 =0 i\;ft
g=14=ti
Therefore,
-1 -1
A= Z(CQ,MdifltiflE_n_ll) H (1+ ez mdi—je™7)

Iy
= o

~.
I

< (697Mdi_lti€7n711) exp (677Mt¢57n77) < Cg’Mt?sznfn exp (077Mti€7n77).

T
=
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This yields,
AV 7 (t:), Wer(t) < A(Vo, Wo) exp(eratie ™ ") + comtie ™ exp(eratie ™).
Finally, from (5.83) we affirm that Vi € {0,1...m},

AWz (ti), We (1)) < AV (), Ver () + A(Ver(t), We r(t:))
< cgMPt2e 10 4 A(Vo, W) exp(cthiE*n*?) + 697Mt12€7n711 exp(cthia*”*?).
(5.88)

Therefore, noting that c9 > cg we can affirm that cg s = co(M + 1)> > cgM? and that Vi €

{0,1...m},
A(Vgﬂv (t ) W 7‘( )) < A(VQ, Wo) exp(07 mtie ni?) -+ 2097Mt12€7n711 exp(C7,Mti€*”*7),
this finishes the proof. O

In the following lemma, we use 5.1.13 to show Proposition 5.1.11 (stability with respect to
subdivision) in the special case where the two subdivisions are nested (one included in the other).

Lemma 5.1.15. Let ¢ € (0,1), M > 1. Let Vj € Vy(R™) with |Vp||(R™) < M. Consider Ty = {t;}1*,
and Ty = {sj}gnzll two subdivisions (1.1.1) of [0, 1] satisfying (5.34), assume that Ty C Tz, set 6 = 6(T1).
Then, if we denote by V. 1 (t) the time-discrete approximate MCCF of Vi with respect to Ty and by V. 1 (t)
the time-discrete approximate MICF of Vi with respect to To. We have

AVer (), Vers (1) < 2co ptde™ " Hexp(erate ™)
forallt € [0,1].

Proof. We set

di :=t; —t;_1, Vi € {1, e ,m}.
Step 1: we bound A(V; 7; (t:), Vo7 (t:)) fori € {0,1...,m}.
Fix i € {0,1...,m}, for any [ € {1,...,i}, we use (5.82) on the interval [t;_;,¢;] with V| =
Veri(tic) WO = Vo1 (ti=1), T’ being the trivial subdivision of [t;_1,¢] and T = T2 N [t;—1,t]
(where we replace § by ¢; — ;1) to obtain

AWVerr (), Ve (1) < AVerr (1-1), Ve (1)) exp(er ardie™ ") +2co mdfe ™ exp(ermdie ™).
(5.89)
Iterating (5.89) for l € {0,1...i} we get:

AV (1), Verrs (1)) < AVeiri (0), Vs (0)) [T exp(erardie™ )

=1
i—1 -1
+ 2(2097]\4(1?716_”_11) H exp(cr,mdi—je ")
1=0 J=0
i—1 -1
= (2697Md227[€_n_11) H exp(cszi_js_”_?) = A,
=0 =0
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where we used A(V; 7;(0), V2 13(0)) = A(Vo, Vo) = 0. To bound A we write

-1 i1
jl;([)exp (crmdi—je™™ ) < jl;[oexp (czpdije™7) \S/ exp(enattie=T).

o1 di=ti

Using again 23':1 d; = t;, with d; < 9, we infer that

i—1 -1
A= 2(2097Md127187n711) (H exp(cszija”?)) < 209,Mti557"*11 exp(cthia*"*?)

1=0 j=0

thus, for i € {0,1...m}, we have:
A(Vé,ﬂ (ti), ‘/5,7'2 (t@)) < ZCg’MtZ'(SE_n_H exp (077Mti€_n_7) . (590)

Step 2: we bound A(VL 7; (sk), Ve 13 (sk)) for k € {0,1...,m}.

Fixk € {0,1...,m'}, for sy € Tz, leti € {0,1...m — 1} be such that s, € [t;, t;11] applying Lemma
5.1.13 on the interval [t;, t;+1] with Vo = V. 7 (t;), Wo = Ve 73 (t;), T’ being the trivial subdivision
of [ti,tit1], T = T2 N [ti, ti+1], and using (5.90)

A(Veri (sk), Verrs (sk) < A(Verp (t), Ve () exp(crar(sp — ti)e ™)
Y2 Hexp (077M(sk — ti)a_"_7)

< 2097Mti5€_"_11 exp(cthis_”_?) exp(czM(sk — ti)e_"_7)

+ 209,M(3k — ti)2€7n711 exp (677M(Sk — ti){:‘in77) .

+2c9 pr(sp — ti

n—7) —n—7) n—7)

= exp(cr,m sk~ and

Noting that exp(c7,prtie ™ exp(cr, (s — ti)e
6+ (s — t)* < 8(ti + s — i) < Osy,
therefore, for all s, € 75 we have:

A(Ver7i (sk)s Verrs (sk)) < 2¢9 arspde ™" Hexp(erarspe™™7). (5.91)

Step 3: we bound A(V, 7, (t), Ve 75 (t)) for t € [0,1].
Let ¢t € [sg, sk+1] for some k € {0,1,...,m' — 1}, applying Proposition 5.1.8 with V' = V_ 7; (sx),
W =V, 71,(sx) and At =t — s, we obtain:

AWVeizs (0, Verrs (1)) < A+ (¢ = s, Vs (51))) g Verrs (510, (G + (8= sihe (- Ve (1)) Verra () )
< (14 (t = sp)erare " AV 73 (1), Verrs (s)
< exp ((t — sk)er e ") A(Verrs (sk), Ve (sk))-

From (5.91) we conclude that for all ¢ € [0, 1].

AV (1), Ver(t)) <exp ((t — sk)C7,M6_”_7) QCg,Mskée_”_H exp(C7,Msk5_”_7)

< 209’Mt55_”_11 exp (077Mt5_”_7)

and this ends the proof of Lemma 5.1.15. O
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The proof of Proposition 5.1.11 comes as a direct consequence of Lemma 5.1.15 by introducing
a union subdivision and using the triangle inequality.

proof of Proposition 5.1.11 . We start by setting cio,p = 4cg pr and T3 = 71 U T. Let V, 75 (t) be the
time-discrete approximate MCF with respect to 73 starting from V4. By Proposition 5.1.15 we infer
that v¢ € [0, 1]:

AWVern (1), Ve (1) < A(Vern (8), Ve () + A(Ve 7 (1), Ve (t))
< 2097Mt557"*11 exp (07,Mt57”77) + 2697]\/[15587"711 exp (07,Mt57”*7)

(5.92)
< dcg.m toe " Mexp (07,Mt5_”_7)
——
=C10,M
which concludes the proof of Proposition 5.1.11. O

We conclude the section with the following corollary. It encompasses the previous results on
the stability of the time-discrete approximate MCF.

Corollary 5.1.16. Let ¢ € (0,1), M > 1. Let Vi, Wy be two varifolds in Vy(R™) with |Vp||(R™) < M,
|[Wol[(R™) < M. Let Ty = {t;}*, and T = {sj};-nzll be two subdivisions (1.1.1) of [0, 1] satisfying (5.34).
Let V. 7, (t) (resp.W¢ 7;(t)) be the time-discrete approximate MCF with respect to Ty (resp. T) starting

from Vg (resp. Wy).
If we set: § = max{d(71),d(72)}, we have:

AV (8), Wer (1) < A(Vo, Wo) exp (tC7,M5_”_7) + clo,Mt(Se_”_H exp (tC7,Mz-:_”_7),
forallt € [0,1].

Proof. We start by setting 73 = 71UT>. Let V. 7;(t) (resp. W. 7;(t)) be the time-discrete approximate
MCF with respect to 73 and starting from Vj (resp. Wp). By Lemma 5.1.15 we infer that: for all
te0,1],

A(Veri (), Ve (1) < 209 artde ™ exp(eqte ™),
and,
AWe7 (), We z3 (1)) < 2c,artde™" M exp (7, prte ™).
By Proposition 5.1.9 we obtain:
A(Vergs (), Wes (1) < exp(ter e ) A(Vo, Wo).
Summing up, one deduces:

AV (8), Wer (1) < A(Vo, Wo) exp (tC7,M5_”_7) +4eo v toe " Hexp (tczMe_”_?)
——

C10,M

for all t € [0, 1], this concludes the proof. O
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5.2 Existence, uniqueness and properties of the limit approximate flow
when the time step tends to 0

For any given varifold of finite mass, ¢ € (0,1) and 7 a subdivision of [0, 1] we constructed a
time-discrete approximate MCF that we denoted by (V,7(t)),¢( ) (see Definition 5.1.4). The goal
of this section is to prove that, no matter how the successive finer subdivisions are chosen, the
flow converges to a unique limit (Theorem 5.2.1), we call it the approximate MCF and we denote
it by (Vz(¢))se[0,1- We then exhibit some properties of this limit, namely, the stability with respect
to the initial datum (Proposition 5.2.3) and the decay of the mass (Remark 5.2.7). We prove in
Proposition 5.2.5 that V.(t) satisfies a Brakke-type inequality (referring to inequality (2.3)) with
respect to its approximate mean curvature.

5.2.1 Existence and uniqueness of a limit approximate flow

In the following theorem, we show that the time-discrete approximate MFCs starting from a given
varifold Vj of compact support converges to the same limit no matter how the time step tends to 0.
The proof is based on the uniform boundedness of the masses (see Remark 5.35) and the stability
result with respect to the subdivision (Proposition 5.1.11).

Theorem 5.2.1 (Convergence). Let ¢ € (0,1), M > 1 and let Vy € Vy4(R™) be a varifold of compact
support and satisfying ||Vo||(R™) < M. For each j € N,

o let T, = {k277},01,. 2 be the dyadic subdivision (1.1.1) of the interval [0,1] of size 6(T;”) =
277 —— 0,
Jj—oo
o let V_ 1o (t)c(o,1) be the time-discrete approximate MCF with respect to 7;D starting from Vj. Note
1y ’
that according to condition (5.34) in Definition 5.1.4, such a flow is well-defined for j large enough
so that c5277 < (M + 1)73&8,
Then,
(i) there exists a family (Vz(t));c(0,1) in Va(R™) such that for any t € [0, 1]:

L V2@I(R™) < M +1,

*

2 Voro(t) = Vi(t),

3. A (v (b)), Va(t)> 50 asj— +oo.

E,J

(i7) If (7;) ;e is any other sequence of subdivisions of size 6(7;) tending to 0, then V.7 (t)e(o,1) (the
time-discrete approximate MICF with respect to T; starting from Vy) converges to the same family
(V=(t))te(0,1) as for the dyadic subdivisions: for any t € [0, 1],

Vor,(t) = Ve(t) and A (Ver(t),Ve(t) =0 asj— +o0.

g

In other words, there exists a unique limit flow (V=(t));e(o,1) starting from Vo, that we call the approximate
MCEF of Vj.
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Proof. Lete € (0,1), M > 1 and let Vj € V4(R™) be a varifold with compact support and satisfying

Vol[(R™) < M.

We start with the proof of (i). For j € N, let 7}D and V_ 7o be as in the statement of the theorem.
)

Lett € [0, 1]. By construction, we know that for any ¢ € [0, 1]:

IVe7o (IR < M +1.

Thus, by Banach-Alaoglu’s theorem, there exists a subsequence a:(j) (depending on t) for which
the sequence V. TP, )(t) converges weakly-* to a certain limit denoted by V.(¢). Note that up to
Tlat(d

this point, such a limit could depend on the extraction a; and on the specific choice of the dyadic
subdivisions (7}D )j- We first show that the whole sequence Vej;p (t) (and not only the extracted
one) converges to V.(t) as j — oc.

As Vj has compact support, there exists Ry > 0 such that spt Vy C B(0, Ry) x G4,,. Then, thanks to
Remark 5.1.5, all the varifolds we are considering hereafter are supported in the common bounded
set B (0, Ro + ¢1(M + 1)e?) x Gq,n. Applying Proposition 1.2.3, we can deduce that,

A=), Ve’n?(j) ®) e 0.

Note that a;(j) > j and therefore the dyadic subdivision 7;’?( ; is finer than 7;D. For j large enough,
so that ¢;277 < (M +1)~¢®, we can apply Lemma 5.1.15 with 7 € 7.7, and obtain

A(V, TP, )(t), V. 1o (t)) < 2cotdze M exp(07t5_"_7) with §; =277
Pag(y g

This implies
AV, V. 70 () £ AVE(D), Vo () + AV, 72

€ ) € )
7 ) > at(d

(O, Vego(t) — 0.

J j—o0
Thus, the full sequence V, () converges to V.(t) for each ¢t € [0,1] in the bounded Lipschitz
>

topology and thus in the weakly-* topology (again thanks to Proposition 1.2.3).
We now prove (i7). Let (7})3 cn be a sequence of subdivisions of size § (7;) tending to 0. For j large

enough so that ¢50(7;) < (M +1) 735, let V. 7 (t)4e[0,1) be the time-discrete approximate MCF with

respect to 7; starting from Vp. Let ¢ € [0,1] and set §; = max{§(7;), 9 (7}D )}; we apply Proposition
5.1.11 and obtain

AV, 70 (t), Ve, (t) < cromtdze " Hexp(erpte ™™ 7) —— 0.
7N J—00

This implies that for any ¢ € [0, 1], Vz 7; (t) converges to V(¢) both in the bounded Lipschitz topol-

ogy and thus in the weak-* topology (again thanks to Proposition 1.2.3).

We conclude that independently of how the time step goes to 0, the limit flow exists and is unique,

we call it the approximate MCF and we will denote it by V.(¢). O

Given ¢ € (0,1) and a subdivision 7 of [0,1], we proposed in Remark 5.1.6 an alternative
definition V7 of time-discrete approximate MCF: we recall that the difference with V. 7 lies in
the way the flow is extended from the points tg,%1,...,t, € T of the subdivision to any ¢ €
[0,1]. While V; 7 is defined through a kind of linear interpolation between the flow at time ¢; and
ti+1, VX7 is set to be constant in between such subdivision times. In the following proposition,
we derive an error term estimate between both extensions and infer that they lead to the same
definition of limit flow (V(?)):e(0,1)-
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Proposition 5.2.2. Let ¢ € (0,1). Let T = {t;}", be a subdivision (1.1.1) of [0, 1] satisfying (5.34).
Let Vi € V4(R™) of compact support and V, 7(t) its time-discrete approximate MCF with respect to T .
Let VP7-(t) be the associated piecewise constant flow with respect to T (Remark 5.1.6). Then if we set:
d = (T), we have:

A(Ver(t), VEL() < ende ™™, Ve [0,1],

where c11 = (56¢1 + c1c4) (M + 1)%. As a consequence, when the step of the subdivision goes to 0, Vsp (1)
converges to V_(t) (defined in Theorem 5.2.1): for any t € [0,1],

VE”% (t) converges weakly-*to V_(t) and A <Vgp% (1), V;(t)) —0 asj— +oo. (5.93)

Proof. Aseand T are fixed, we denote V. 7(¢) and V() by V () and V' (¢)P° throughout the proof.
Lett € [t;,ti41) for some i € {0,...,m — 1}, denote f = id + (¢t — t;)h:(-,V(¢;)) and g = id. We
have:

AV (0, VP(0) = AV (), V(1) = A 14V (1), g4V (1))
Using (5.17) we can check that (noting that ||V (¢;)|| < M + 1)
IDf = Dyllso = (t = t)[ Dh(:, V (t:))lloo < 2c1(t = t:)(M + 1)e ™"

we then can apply (5.42) with V' = V(¢;), to obtain

A(FeV V() < IVEIRY) 28 - ) B (- V(EDor + 15 ~ 1) (599
Therefore, by ||V (¢;)||(R™) < M + 1, Proposition 5.1.2 and (5.23) we infer that

A(VQT(t), ng%(t)) < 56<M + 1)201(t — ti>6_4 + (M + 1)26104(t — ti)6_4

5.95
< (56¢1 + creq) (M + 1)%(t — t)e* < eqp0e™ (5.55)

where we set c11 = (56¢; + c1c4)(M + 1)2, this concludes the proof. O

Thereafter (V(t));c[o,1) denotes the approximate MCF starting from Vj as defined in Theo-
rem 5.2.1. We now investigate the properties of this flow, starting with the stability with respect to
the initial varifold.

Proposition 5.2.3. Let e € (0,1), M > 1. Let Vy, Wy in V4(R"™) satisfying || Vo|[(R™) < M, |Wo||(R™) <
M and both compactly supported. Then, for all t € [0, 1],

A(Ve(t), We(t)) < A(Vo, Wo) exp(erar te™"7)
where V. (resp. W) is the approximate MCF starting from V; (resp. W).

Proof. We fix a sequence of subdivisions (7;) ;. with time step J; — 0 as j — oo (we can take the
dyadic subdivisions for instance). Let (V. 7;(t)) refo) (esp. (W, (1)) 1cjo1)) be the time-discrete
approximate MCF with respect to 7; starting from V; (resp. Wy). Let j be large enough so that
(5.34) holds: ¢56; < (M + 1)73%, then we can simply apply Proposition 5.1.9 and obtain for all
te[0,1],

A(Very; (), Wer; (1) < A(Vo, Wo) exp(erar te™"77)

31y 51y
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and therefore, by the triangle inequality and Theorem 5.2.1, letting j tend to oo, we can conclude
that

AVE(), We(t)) < AVe(t), Ve (1) + A(Ve,7;(8), We3 (1) + AW, 7, (1), We(2))
A

<
< A(Vo, Wo) exp(crprte™™ 7).

5.2.2 Equality a la Brakke

In Proposition 5.2.5, we show a Brakke-type equality for the flow (Vz(t)),¢[o1) With respect to its
approximate mean curvature. The proof consists of taking the limit in inequality (5.97) which
results from the expansion of the push-forward varifold formula (5.24) and Theorem 5.2.1. We
conclude the section with the decay property of mass ¢ — ||Vz(¢)||(R"), which follows directly
from (5.96) and (5.25).

We first introduce the following lemma on the regularity of the weighted first variation with re-
spect to the varifold.

Lemma 5.2.4. Let p € C}2(R",RT), X € C2(R",R") and V, W € Vy(R") of finite mass. Then
10(V,0)(X) = 6(W, 0)(X)] < 2n[l¢c2 | X[ c2 AV, W) .

Proof. Let p € CL(R™",RT), X € C*(R",R") and set O(z, S) := ¢(z) divs X (x) + Vp(z) - X ().
From Definition (1.13) one has

6(V, ) (X) = 6(W,¢)(X)| < Lip(©)A(V, W).

It is only left to prove that Lip(©) < n||p|/ct || X || 2.
Letz,y € R" and (S,T) € G4, we have

lp(z) divs X () — @(y) dive X (y)| < lp(z) — @(y)|| divs X (2)] + [o(y)] | divs X () — dive X ()|
+ o(y)|| divs X (y) — divy X (y)| := A+ B+ C.

We recall that divg X = tr(S o DX). For the first term we have by Lemma 5.5.1

A <[ Vol |DX ()l = y| < ][Vl ool [DX ool =y,
B < )¢l ISIDX (2) = DX ()| < nllellol|D* X ||l — yl,and
C < nllllo[DX WIS =TI < nll@lloo| DXloollS = T-

We carry on with the Lipschitz constant of the second term of ©, we have
Lip(Ve - X) < [VZ¢loo [ X [l + [Vl oo 1 DX || oo
Finally, from the previous estimates we have

Lip(©) < (n+ Dllgllc2 X2 < 2nflelle2 [ Xl ce-
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Proposition 5.2.5. Let ¢ € (0,1), M > 1. Let Vj in V3(R™) of compact support with ||Vp||(R™) < M. Let
(V(t))tejo,1] be the approximate MCF starting from Vy. For any ¢ € C'(R™ x [0,1],R*) and 0 < a <
b < 1 we have

b b
H%(@H(«p(»b))—HVe<a)H<s0(-,a>)=/ 5(‘/5(0790('7t)>(h6('7‘/6:(t)>)dt+/ V()| (Deep(-, 1)) dt.
(5.96)

Proof. Lete € (0,1), M > 1 and Vy € V4(R™) of compact support satisfying || Vp||(R") < M. Let
T = {t;}}2, be a uniform subdivision of [0, 1] of size At satisfying (5.34). Let (V/-(t))c[o,1] be the
piecewise constant approximate MCF with respect to to 7 starting from V. We first prove that
(5.96) holds for (V'7(t)):c[0,1) up to an error term of order At. More precisely, we prove in Steps 1
and 2 that 3C > 0 (only depending on n and M) such that for any ¢ € C?(R" x [0,1],RT) and
0<a<b<1wehave

b
V27 @)1 0)) = VI (@)l ((s @) — / (VI (), (- 1)) (he (-, VI (1)) dt
b

- [ [ astodivz ol < clelcat. 69

In Step 3, recalling that (Vap 7(t))icio,1) converges to (VZ(t))¢c(o,1) When considering subdivisions

T whose size tends to 0, we take the limit in (5.97) and establish (5.96) for ¢ of regularity C?. We

conclude the proof of Proposition 5.2.5 applying density of C?(R" x [0, 1], R.) in C(R" x [0, 1], R)

in Step 4. Remark 5.1.5 states that U spt Vap CT(t) is contained in a compact set, denote it by K,
t€[0,1]

for ¢ fixed independently of the subdivision 7, hence U spt Vz(t) is contained in K. as well. In

te(0,1]

the proof, the C*¥-norms (k € {1, 2}) of the test functions ¢ and ¢ are implicitly taken with respect

to the set K, hence are finite. In both Steps 1 and 2, 7 and ¢ are fixed and we denote for simplicity

V(t) = ng;-(t)

Step 1: We prove the inequality (5.97) for a,b € T: let £ € {0,1,...,m — 1} and ¢ € C*(R" x

0,1, RY).

We can apply (5.24) in Proposition 5.1.3 to a spatial test function ¢ € C?(R",R*). We recall that

the piecewise constant MCF coincides with the time discrete approximate MCF at the points of

the subdivision and furthermore, f4V (t;) = V(t;41) for f as in (5.24). Therefore,

IV (tes )W) = IV ()l () = At 8(V (te), ) (he (- V (t0))| < es(M + 1[92 (At)%e ™.

We now recall that V() is piecewise constant and thus, for all ¢ € (t4,t,11), V(t) = V(t;) and

/ SOV, ) (e V() dt = ALV (£), ) (e V(1)

te

so that taking ¢ = ¢(-,t,41), we obtain

‘Hv(tf-l—l)”(‘ﬁ(',té-i-l)) - HV(lte)ll(w(-,tm))—/é+1 S(V (1), (s te1))(he(-, V(1)) dt

174
< es(M 4+ 1)°[[o(, togr)[lc2(AL) %™ . (5.98)
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Applying the mean value theorem to ¢ and V:

tor1 tota 9
/ lo(s 1) — ol test)llcn dt < / llloalt — tean] dt < pllca(A)?,

te te

and then using Remark 1.4.5, Proposition 5.1.2 and (5.98), we have

IV )l eotern) = IV otin)) = [ 80V @) Bl VD) de

te
tot1

< (M + 1%l tern) [l o2 (At) %™ +/ 0V (£), (- t) — (5 t0)) (he (-, V(1)) dt

ty

< es(M +1)%|lplloz(At)%e™ + /t bVl [V IERDIC 8) - o te)lon dt

< o5 (M + 1)%[lpllez (A’ + ner(M +1)% ||l o (At) %™
< (54 ner) (M 4 1)3) || ce (At)?e 8. (5.99)

toy

Writing for = € R”, p(z,te41) — p(x,te) = / Ovp(z,t) dt and integrating with respect to
ty

V(&) = V()| for all ¢ € (e, te1a),

IVl tean)) = IV ) = [ . / N Dol t) dt d|V (t)| ()
=[] aetmndiveol@ = [T VOl o) d. 610

We can now combine (5.99) and (5.100) to obtain that for ¢ € {0,1,...,m — 1},

’HV(tZ—I—I)H(SD('atZ—i-l)) — IV l(e(-s te)) — / V() o ) (e, V()

ty

- / - IV () (Dep(-, 1)) dt'

ty

=’\|V(te+1)|!(s0(',t/z))— HV(Q)H(@(-,Q))—/ZH SV (£), (- 1)) (he(-, V(1)) dt

ty
< (s +ne)(M + 1% pllc2 (At)? e7°

which is (5.97) for a = ¢, and b = ty;. Letnow a = t, < t, = b, note that if p = ¢, (5.97)
is trivial and otherwise, summing up the previous inequality for £ € {p,...,q¢ — 1} and using
(¢ — p)At =ty — t, < 1leads to the inequality (5.97), which concludes the proof of Step 1 (case
where a, b € T).

Step 2: We recover the approximate Brakke-type equality (5.97) for any arbitrary a,b. Let 0 <
a<b<land ¢ € C?*(R" x [0,1],RT). Let the points tp, tq € T be such that ¢, < a < t,; and
ty < b < tg+1. We then have |a — ty| < At and |t, — b| < At, and recalling that V (¢) is piecewise
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constant on intervals of the form [t;, t;1), we also have V (a) = V (t,) and V(b) = V (¢,) so that

V@), 0)) = [[V(a)l[(e(-a)) = [Vt ([ tq)) + Hv(tp)H(SO('vtp))‘
= [IV(t) I (-, 0) = (-, tq)) — [V (Ep)II(0(-, @) — w(wtp))’
<M + 1)1 At (5.101)

thanks to the mean value theorem applied to ¢.
Furthermore, for all ¢ € [0, 1], using Remark 1.4.5 and Proposition 5.1.2, we have

6V (1), (1)) (he (-, V)] < nllbe(- V) e (M + Dllo(, t)ler < ner(M 4+ 1)@l e
and therefore

) (he(- V() dt = [ 6(V (1), (-, 1)) (he (- V(1)) dt

tp

< (o —al & la =) sup 16OV 2)(hele V()] < 20er (M + 1P efon st (5102)
te|0,

<2At

We are left with estimating

/ V()| e (-, 1)) d / IVl @up(- 1) dt| < 2(M + 1)l At (5.103)

We can complete the proof of Step 2 and establish (5.97) by combining (5.101) and (5.102) and
(5.103) together with Step 1.

Step 3: We show (5.96) restricted to C? test functions.

We first recall that the approximate MCF (V;(t))c[o,1) starting from Vj can be obtained as the limit
flow (j — o0) of any time-discrete approximate MCF (V. 7;(t)); for subdivisions 7; of size 4(7;)
tending to 0, as stated in Theorem 5.2.1. We can thus choose a sequence of uniform subdivisions
T; of size At; := 0(T;) —> 0, and we fix the subdivisions 7; = {t¢; }¢=0,....m; hereafter, we will

write ¢, instead of ty m the proof in order to lighten notations. We additionally recall that the
piecewise constant flow (Vap % (t)): introduced in Remark 5.1.6 converges as well to (V.(t)); thanks

to Proposition 5.2.2 and as it is more convenient in this proof, we work with (V2 % (t)):. For the
sake of lightening the notation we will denote Vj(t) := V;p % (t) hereafter.

We carry on with the proof of Step 3, let ¢ € C?(R" x [0,1],R;)and 0 < a < b < 1, from (5.97) we
have forany j € N,

IV ®l((5) - Vi (a / BV (), (- £)) (el Vi (1)) dit
- / IV () (B, 8)) dt] < Cliglicnirt e . (5.104)

When j goes to oo we know thanks to (5.93) in Proposition 5.2.2 that for all ¢ € [0, 1],

Vj(t) converges weakly-* to V.(¢t) and A(Vj(t),V.(t)) —— 0.

J—00
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As a first consequence, we obtain that
Vi)l (e, 0)) — > IVe()ll(e(, ) and [[Vi(a)li(e( @) ———= [Ve(a)ll((a)) . (5105)

We recall that ||VZ(¢)||(R™) < M + 1 and thanks to Proposition 5.1.2 and Lemma 5.1.7, we have for
allt € [0,1],

lhe (-, Ve())ll e < 3er(M+1)e™" and [[h=(:, Vi(t) =he (-, Ve(t))llor < 2e6(M+1)e™"TA(V;(2), Ve (t))

and therefore, applying Remark 1.4.5, Lemma 5.2.4 and Lemma 5.1.7 (with V' = Vj(t) and W =
V(t)) we infer

o(Vi(t), o (1)) (he (-, Vi (1)) = 6(Va(t), (- 1)) (he (-, V(1))

(M + Deller [|he(, Vi) = he(5 V@)l or + 20(M + Dlgllcr [[Ae(5 Ve(t) g2 AV; (1), Va(2))
(6c1 + 2c6) n(M +1)%[lpllor "7 A(V;(1), Va(1)) -

IN A

Integrating the previous inequality, we obtain by dominated convergence, noting that for all ¢,
AV;(#), Ve(t)) < 2(M +1):

b
t))(ha(',Vj(t)))dt—/ S(Ve(t), o(, 1)) (he(, Va(®))) dt|  —— 0 . (5.106)

Jj—o00

It remains to let j tend to oo in the following term

Jim / IVl @rpl- ) dt = / IVl @rpl ) dt (5.107)

where the convergence holds by dominated convergence: for each ¢ € [0, 1] the weakly-* conver-
gence of V;(t) to V-(t) implies that lim;_, ||V, (¢)[|(Oep(-, 1)) = |V=(2)||(Osp(+, t)) and the integrands
are uniformly bounded by the constant |¢||q1 (M + 1).

We can eventually let j tend to +occ in (5.104) and conclude the proof of Step 3 (i.e. (5.96) for all C?
test function ¢) combining the convergence of the 3 terms given by (5.105), (5.106) and (5.107) in
the Lh.s. while the r.h.s. tends to 0.

Step 4: It remains to check that we can pass from C? to C! test functions ¢ in (5.96) to conclude
the proof (5.96) for C! test functions.

Let p € CL(R™ x [0,1], R, ) and apply density of C?(R" x [0,1],R,) in C}(R™ x [0,1],R;) to have
a sequence of functions (p)ken such that for all k, 5, € C*(R™ x [0, 1], R,.) and

o — @kl P 0.
—00

Thanks to Step 3, we know that (5.96) holds for C? functions and thus for all k € N,

b
IV0) [ (x5 b)) — [[Ve(a) [ (r (- /6 ))(ha(-,Vg(t)))dtJr/ V(&) (Oepr(-, 1)) dt
(5.108)
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and it remains to check that we can let k tend to +oo, which basically follows from the fact that
each term involved in (5.96) is linear continuous with respect to p € C'(R™ x [0, 1], R,.) endowed
with || - ||c1. Indeed, we first note that for any ¢ € [0, 1],

IVe@ll(or (1)) = V@l ()| < (M +Dllor(1) = ¢ D)oo < (M +1)ll@ = prller
and consequently,
A ([Ve(0)ll(er (- 0)) = [[Ve ()l (9 b)) and  lim [[Ve(a)ll(x (- a)) = IVe(a)[[((,a)) . (5.109)

Similarly, for all ¢ € [0, 1],

V()| (Depr(-51)) — HVE(t)II(ﬁw(-,t))‘ < (M + D|0kpr (1) = (5 D)oo < (M + 1)l = @il

and consequently,

b b
Jim [ VOO0 it = [ Vol @t 0) . (110

We can apply Remark 1.4.5 and Proposition 5.1.2 to the remaining term:

OV, a1 (el V() = DV (1), (-, 0) (-, Vo))
< n(M +1) [he( Ve®)) e lor (1) = o t)ller < 2en(M + 1% — gl
and consequently,
b

b
lim [ S(Va(t), o 0) (e, Va(D))) dt = / S(V(t), o D) (he( Va®)) dt . (5.111)

k—oo /4

We eventually conclude the proof of Step 4 and hence of the Proposition 5.2.5 thanks to (5.108),
(5.109), (5.110) and (5.111).
O

The following result stems from the proof of Proposition 5.2.5. We will use it later to prove
Lemma 6.2.2 on the approximate avoidance principle.

Corollary 5.2.6. Letc € (0,1), M > 1. Let V in Va(R™) of compact support with ||Vp||(R™) < M. Let T
be a subdivision of [0, 1] satisfying (5.34). Let (VX (t))ic(0,1) be the piecewise constant approximate MCF
starting from Vp. For any ¢ € CY(R" x [0,1],RT) and 0 < a < b < 1 we have

b
IVZE@) (0 (-, 0) = [V2F (@)l (0 (-, a)) —/ S(VEF(), (1)) (he(t)) dt
@ (5.112)

b
-/ at¢<-,t>d||m%%<t>||dt] < el At
a R

We conclude this section by noting a straightforward though important consequence of the
Brakke-type equality we established in Proposition 5.2.5: the mass ¢ — ||V(¢)||(R") is non-increasing
along the flow.
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Remark 5.2.7. Lete € (0,1), let Vi € V4(R™) with |Vp[|(R™) < M and assume that 1} is compactly
supported. Let (V(t)):c[0,1) be the approximate MCF starting from V4. Then, forall 0 <a <b <1,

. " D+ OV-(1) (1)
VIR - V@@ = [ [ AR BEDWE g <.
In particular,
IVa(@®)|(R™) < [Voll(R™), vt € [0,1], (5.113)
and )
/ /. f*ﬁ‘v‘w ‘i)(;@;)‘ dy dt < ||Vol|(R™).

Indeed, let 0 < a < b < 1, applying Proposition 5.2.5 with the constant test function ¢ : (y,t) —
1 € CYR"™ x [0,1],Ry) we have dyp = 0, 5(VL(t), p(-, 1)) = 6V=(t) (see (1.13)) and then using (5.25)
in Proposition 5.1.3, we infer

b % 2
VIR - V@I ®) = [ 5V et vy ar=— [ [ AN

5.3 Convergence of the approximate mean curvature flows (as ¢ — 0),
spacetime Brakke flows

For a varifold Vg € V4(R") of compact support, we constructed an approximate MCF (VZ (1)) (g 1]
(Theorem 5.2.1) as the limit of a time-discrete approximate MCF (Definition 5.1.4) when the time
step of the subdivision goes to 0 for a fixed €. In this section we investigate the behaviour of
(Vz(t))tepo,1) when e — 0 and the properties of the limit.

Following the works of Brakke and Kim & Tonegawa, one can prove the convergence, up to extrac-
tion independently of ¢, of (|[Vz(¢)]])c(o 1) to a limit measure p(t) for all ¢ € [0, 1]. The convergence
is first established for a common sequence (¢;); for all dyadic numbers of [0, 1] thanks to the uni-
form boundedness of the mass and a diagonal extraction argument. Then it extends to all ¢ € [0, 1]
using the continuity property of ¢ — ||V.(¢)||. The previous procedure does not work for the mea-
sures (Vs(t))te[o,l} because of the lack of the continuity property. This issue is very common when
studying the compactness of Brakke-type flows (cf. for instance [46, Theorem 3.7]). To circumvent
this issue, we consider the tensor product measure V,(t) ® dt.

In section 5.3.1, we introduce the notions of spacetime mean curvature and spacetime Brakke
flow and list some of their properties. In section 5.3.2, we prove that the measures V.(¢) ® dt
converges due to uniform boundedness of the mass in ¢, up to an extraction, to a limit measure
denoted by A\. We prove that A has a bounded spacetime mean curvature in L?, and that ) is a
spacetime Brakke flow given that its R" x G ,-component is rectifiable.

We introduce as in [36] classes of test functions and vector fields that are suitable for studying
the behaviour of the approximate MCFs. For j € N we define

Aj = {p € C](R™RY) : p(2) < 1,[Vep(2)| < jo(z), [Vie(a)| < jp(x) for allz € R},
Bj = {g € C*(R™;R") : |g(z)| < j, | Vg(@)|| < 4,[[V?g(x)|| < jforallz € R"and ||g| 12(rn) < j}-
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5.3.1 Spacetime mean curvature and spacetime Brakke flows
Definition 5.3.1 (Spacetime mean curvature). Let 3 be a Radon measure on R"™ x Gy, x [0,1].

o We define the first variation of 3: for any vector field X € CL(R™ x [0, 1],R"™),

1
0 R"XGd’n

e We introduce the spacetime mass ||5|| of 5: || 5| := 113 is a Radon measure in R™ x [0, 1], where
IT:R™ x Gg,, x [0,1] = R™ x [0, 1] is the canonical projection.

e Ifinaddition, 63 is bounded in the C.(R"™ x [0, 1], R™)—topology, we say that 3 has bounded first vari-
ation and then by Riesz representation theorem 63 is identified with a vector-valued Radon measure
(also denoted by §3)

5B(X) :/ X - déB VX € C(R" x [0,1],R") .
R”x[0,1]

In this case, thanks to Radon Nikodym decomposition, we can assert that there exists a Radon mea-
sure (6)3)s singular with respect to ||3|| and h(-,-,B) € LY(R™ x [0,1],R", ||3]|) that we call the
spacetime mean curvature, satisfying 03 = —h|| 5| + (83)s that is:

//n (y,, ) - X(y, 1)d||Bll(y, 1) + (38)s(X), (5.114)

forany X € C.(R™ x [0,1],R™).

The following remark, and more precisely (5.115), justifies the consistency of Definition 5.3.1
with respect to the usual first variation and mean curvature of varifolds, considering the case
where § = W(t) ® dt for a family of varifolds (W (t)); with bounded first variation.

Remark 5.3.2. Let (W (t));c[,1) be a family of d-varifolds with bounded variation for a.e t € [0, 1],
and write for a.e t € [0, 1],

OW(t) = —h(-, W)W ()] + (6W (2))s with h(-, W(t)) € L'(R™, [|[W(t)[|) and (W (£))s L [W (t)]] -

Let 8 := W (t) ® dt, and we write ||§| = ||[W(t)|| ® dt, 68 = W (t) ® dt. Assume that 5 has a
bounded first variation in the sense of Definition 5.3.1, then

h(y.t,8) = hy, W(t)) for |Bl-ae (y,t) € R” x [0,1]. (5.115)

Indeed, we have for any X € CL(R" x [0, 1], R")
=0

1 1
5B(X) = / ( / divs X (y, 1) AW (1)(y, 5)) dt= [ sW)(X) dt
R"XGd n

= [ [ e won X dw ol [ 6w a
—— [ W) X030 + [ @)L dr
R7 x[0,1] 0
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We finally obtain 68 = —h(-, W(t))||8]| + (6W (t))s @ dt. As (6W (t))s is singular with respect to
|W(t)| for a.e t € [0,1] implies that (6W(t))s ® dt is singular with respect to |W| @ dt = ||3]]
(Lemma 5.3.3), (5.115) follows from the uniqueness of the Radon measure decomposition (up to a
set of zero measure).

Lemma 5.3.3. Let (a)icpo,1) and (Bt)iefo,1) be two families of measures on R™ such that oy 1 By for a.e
t € [0,1]. Then, oy @ dt L B, ® dt.

Proof. For a.e t € [0,1], let A; be such that spta; C A; and B (spt ¢ \ A7) = 0. We know that
Spt o @ dt C UtG[O,l}(At X {t}) and

(B @ dt) (Spt(ﬁt ®@dt)\ ( U Af x {t})) =0

t€[0,1]
thus,

(Bt ® dt) (spt(6t®dt) VO Ax {t})0> —0,

te[0,1]
and this proves the lemma.
Notice that (Ute[m] (Ap % {t})) = Uscjo. (50t Ar x {t})°, this finishes the proof. O
We now give the definition of spacetime Brakke flows.

Definition 5.3.4. (Spacetime Brakke flows) Let X be a finite Radon measure on R™ x Gg, % [0,1]. X is
called a spacetime Brakke flow if:

(i) There exist (pu(t)),e(0,17, @ family of Radon measures on R™, ¥t € (0, 1], we call it the mass measure of
A, and vy 1y a family of probability measures for (x,t) € R™ x [0, 1] such that A\ = pu(t) ® v, 4) @ dt.

(13) O\ is bounded and (6X)s = 0.

(iii) (Integral Brakke inequality). For any ¢ € CI(R™ x [0,1],R"), 0 < t; <t < 1 we have
to
() (0 £2)) —pa(t1) (9 1)) < — / / oy, )1y, £, ) dut) () dt
tl n

to to
+ / / SH(Violys 1)) - h(y, £, A) dA(y, S, ) + / Brip(-, ) du(t)dt
t1 nXGdﬁn t1 R7
(5.116)

where h(-, -, \) is the spacetime mean curvature of \. We say that \ starts from Vo = (1(0) ® v, ).

Remark 5.3.5. We give a remark on the definition of the spacetime Brakke flow and two important
direct consequences:

(i) One could assume only that A = V'(¢) ® dt, with (V(?));¢[9 1) being a family of measures on
R™ x Gg. Actually, using Young’s disintegration theorem [5, Theorem 2.28] we infer that

there exists a family of probability measures on Ggn, (¥(z1)) ()’ such that:

V(t) = IVl @ va),
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(77) (Mass decay)

w(ta)(R™) < p(t)(R™) < p(0)(R™) forall 0 <ty <tg <1. (5.117)

(iii) (L2 bound) h € L2(|A|}) and,
1
| L It D due) e < pO) ) = VR,

Proof of (ii) and (iii). Define for every r € RT, a C1(R", R*) function as :

1 ze€B,,
2 =10 zeBy
79

and ||[Vy, |l < r7L. Plugging ¢, in (5.116) we obtain (denoting h := h(-, -, \) for simplicity)

o) =)o) < = [ [ eiPauoaes [T 5T nay

< —/ |h|? dp(t)dt + 7[Rl L1 -
t1 B,

We now let r — 400, we obtain

to

u(t2)(R") + lim (B du(t)dt < p(tr) (R™).

r—400 t1 B,

This proves the decay property and the desired L?-bound. O

Remark 5.3.6 (Brakke flows and spacetime Brakke flows). Let (V(t))c[o,1] be a Brakke flow (or
particularly a MCF), A = (V(t))c[0,1] ® dt is a spacetime Brakke flow where

u(t) = V(@) and h(y,t,A) = h(y, V(t)) V(y,t) €spt [V(E)]| x [0,1].

5.3.2 Convergence of the approximate mean curvature flows, properties of the limit

We now study the convergence of (Vz(t));c[y 1) ® dt and show the properties of the limit.

Theorem 5.3.7. (Convergence) Let € € (0,1) and Vi € V4(R™) of compact support and finite mass. Let
(Ve(t))te(0,1) be the approximate mean curvature flow starting from V. We have:

1. There exists a sequence (e;); —— 0 such that
Jj—o00

V() @ dt —— A= u(t) & gy @ s and [V, (8] ——> )

J—00

where p(t) is a Radon measure on R™ and v(, ,y a family of probability measures for (z,t) € R x
0,1].

2. 5 is bounded, (5X); = 0 and [[A(-, - Nl 2(an) < Vo(R™).
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3. If we assume that p(t) @ v(, . is rectifiable for a.e t € [0, 1] then X is a spacetime Brakke flow.

For simplicity, we split Theorem 5.3.7 into several propositions and prove each one separately.

Remark 5.3.8. The proof of Theorem 5.3.7 is crucially based on Propositions 5.4 and 5.5 in [36].
Note however that they are stated in [36] for codimension 1 varifolds, while we work with vari-
folds of arbitrary codimension in R". Actually, the proofs of Propositions 5.4 and 5.5 in [36] do not
require at all the varifolds to be 1-codimensional because they are based on results due to Brakke,
which are valid for general varifolds.

The next proposition combines the generalized estimates (in terms of codimension) of [36,
Proposition 5.4] and [36, Proposition 5.5].

Proposition 5.3.9. There exists some €, = €.(n, M) > 0 (depending only on n and M) such that for any
varifold W € Vy(R™) such that ||W||(R") < M;if0 < e < e, and e=5 > 2m, we have

o forany € Ap,

P| e * SW |2
R Pex [W]| +e

W=

‘6W (Vhe(-, W) + d:r' <e

¢|<I)E *5W|2 )
1+ - d 5.118
( o B W] e ) 18

and
¢’®6*5W’2 1 1
he( W)W < | —————(1 d 5.119
Rnw (W7 W] < an)a*HWH-i-e( +e1)dr + €4, ( )
o forany X € B,
‘/ h Xd||W||+5W(X)‘< iei /Wd : (5.120)
R R\ s 77 Dl :

Proposition 5.3.10 (Existence of a limit for the mass measure). Let Vi € Vy(R™) of bounded support,
forany e € (0, 1), let V.(t) be the approximate mean curvature flow starting from Vj.

There exists a sequence (g5)32 (not depending on t) converging to 0 as j — oo, and a family of Radon
measures (ju(t))e[o,1] on R™ such that:

Ve, ()] —— u(t) (5.121)

j—o00
forallt € [0,1].

Proof. Proposition 5.3.10 states that, up to an extraction independent of ¢, the mass measure || V(t)||
converges as € goes to 0 to a limit time-dependent measure y(t). The proof is a direct adaptation
of the proof of [36, Proposition 6.4 (1)], which is itself based on the results of Section 5 in [36]
and two estimates [36, (6.3)], [36, (6.5)]. In short, the proof of [36] is based on the following
arguments: a limit measure p(t) is defined for a countable, dense collection D of times using an
extraction argument, the extension of y(t) to almost all times, more precisely the complement of
a countable set of times, follows from a continuity property of 1(t) on D, the convergence of the
subsequence ||V ()] to u(t) for all these times ¢ follows from an approximate continuity property
satisfied by ||Vz(¢)||, and a last extraction is used to recover y(t) for all t. The adaptation of the
proof to our framework uses the following arguments:
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e Vp € V4(R™) is not necessarily an open partition in our case, but the proof in [36] remains
valid in this case;

e the proof of [36] is based on the results of [36, Section 5] which are valid for varifolds of
any codimension (and not only for codimension 1 varifolds which are the subject of [36,
Proposition 6.4(1)]);

e the weight function €2 is identically equal to 1 in our case because we work with varifolds of
finite mass;

e estimate [36, Inequality (6.3)] is replaced by a decrease property of the mass (cf. Remark
5.2.7);

e estimate [36, Inequality (6.5)] is replaced by (5.96) (with test functions depending only on
the space variable).

Step 1: Lete € (0,1), V' € V4(R™). We prove the following inequality
1 Vol
s ) <2t + 5 [ gy,
2 Rn ("2

forany ¢ € A;and 2j < £76.

P 2
Indeed, let ¢ € A; with 25 < =6 and set for simplicity b := / 2|2 * OV dx, we have

R™ (I)s * HVH +e

6 (V,9) (he(, V) = 8V (phe) + | 57(Ve) - he(-,V) dV (2, 5)

1 1 2
< -b+ aﬁb—l— el + 2/ cp\hs(-,V)\z d|\V + / ]ch| d||V|| by (5.118)
R™ R

1 1. 1[ |V
S—b+aib+si+b(1+ei)+ai+/ Vel d|V| by (5.119)
2 PRI S

1 1 1,1 VP
< (-1 21 + -
,2( +3e1)b+ 64+2/R" p d|V|
1 V|?
§2si+/ Vel g,
2Jrn @

Step 2: We define the limit measure y(¢) fora.e t € [0, 1].

Let D N[0, 1] be the set of dyadic numbers in [0, 1]. Let (¢;) jen be a sequence converging to 0 such
that, ||V, (¢)|| converges for any ¢ € D, denote the limit x(t). The previous claim stems from the
Banach-Alaoglu theorem and the uniform boundedness of the mass (5.113).

Let Z := (ipg) ¢ be a countable subset of CZ(R", R") which is dense in C.(R",R*). Take ¢, € Z
and assume without loss of generality ¢, < 1, then, for any i € N large enough we have ¢, +i~! €
A, for any m > mg, mg depends on i and ¢,. We apply (5.96) with (-, t) = ¢, together with step
1 to obtain

IV B+ 57 = 1V @l g+ 57 < 0= aizef 3 [ [ DR
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1
for any a,b € [0,1],a < band 2mg < g; °. We obtain from [46, Lemma 3.1]

Vigg+i7 P _ [Vl

. < 2[|V2@qloo-
g+ i1 Pq e

Therefore, for any a,b € [0,1],a < b

1
Ve, 0)[(pq +i71) = IVe; (@) (g + 1) < (b= a)2e] + (b= a)||[Vey[loo VOl (R™).  (5.122)
We let j — oo, we deduce for a,b € D,a < b that
p(0) (g +i1) = p(a)(pg +i7) < (b= a) [Vl Vo[l (R™).

We let ¢ — o0, using the uniform boundedness of the mass (5.113), we deduce for a,b € D,a < b
that

u(b)(9g) — mla)(pg) < (b= a)[[V2pqlloo Vol (R™).

The previous inequality tells us that the map g, : t — u(t)(pq) — t(b — a)||VZoqllcol Vol (R™) is
nonincreasing for t € D. Define

C:={te0,1],forsome g € N lim g4(s) > lirn+ 9q(8)}.
s—t

s—t—

By the monotonicity property of g,, C is a countable set in [0,1], and u(t)(¢,) may be defined
continuously on the complement of C uniquely from the values on D; then, one can define the
measure yu(t) for a.e t € [0,1] by density of Z in C.(R™,R™).

Step 3: We prove that forany ¢ € [0,1] \ C

Ve, (1 = n(t)-
Lett € [0,1]\Cand s € D,t < s. From (5.122) we have
IV, (9)11(0q +i71) < NIVe, ()]l (g +i71) + O(s — 1),
We let j — so that

() (pg+i1) < lim inf [[VZ; ()|l + i)+ O0(s — t).
Then we take the limit in ¢ to obtain
#(s)(g) < Timinf [[V2; (£)][(¢0g) + Ofs — ).
We now let s — ¢t~ and use the continuity of g, at ¢ so that
#(t)(pg) < liminf [Ve; (£ (0q).
The same reasoning for s < t gives ju(t)(¢,) > limsup; [|[Vz, (t)|(#4); hence

lim IVe; (D)1l (0q) = u(t)(q), Vipq € Z and Vi € [0,1]\ C;

we conclude the proof of step 3 by density of Z in C.(R™, R™).

The set C is countable, hence, by further extraction of the sequence (¢;);, we can define y(t) on
[0, 1] entirely and ensure the convergence for all ¢ € [0, 1]. O
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Proposition 5.3.11 (The limit flow). Let Vi € V4(R™) be of compact support. For any € € (0,1),

o let V_(t) be the approximate mean curvature flow starting from Vp,

o set \. = V.(t) ® dt that is A is the Radon measure on R™ x Gg,, x [0, 1] satisfying for all ¢ €
Cc(R™ x Ggp x [0,1],R),

1
[ear=[ ( / (. 5,1) d%(t)) dt.
0 \J(@9)erR xGy.,

Then, there exists a sequence (g;); for which

Ay —— A (5.123)

Jj—o0
where X is a Radon measure of the form

A= p(t) @ Vg @ dt.

*

Here ||[Ve,; (t)|| —— wu(t),Vt € [0,1] and (v(y 1)) (2,1) is a family of probability measures on G4y, defined
j—o0
for (z,t) € R™ x [0, 1] (up to a set of (u(t) @ dt)—zero measure).

Proof. We know by Proposition 5.3.10 that there exists a sequence (¢;); for which ||V, (¢)|| con-
verges to a limit measure p(t) for all ¢ € [0, 1]. Using for all j € N,

1
Ao (R X G x [0,1]) = / VL (R % Gay) dt < Vol (),
0

we can assert by Banach-Alaoglu’s compactness theorem that, up to a further extraction, A, — A,
where ) is a Radon measure on R” x G, x [0, 1].

Denoting by II the canonical projection (z, S,t) € R" x Gg,, x [0,1] = (z,t) € R™ x [0,1] we now
show that IIx\ = pu(t) ® dt. Indeed, on the one hand, as a consequence of (5.123), we have

My, —— g\, (5.124)

Jj—00

On the other hand, by definition of push-forward measure, we have for ¢ € C.(R" x [0, 1], R),

M () = / polldh., = / o(11(z, 5,1)) dVL, (¢) dt
R X G g,y %x[0,1] (x,5,t)ER" X G g 5, % [0,1]

1
- / / (1) d| Ve, (1)) dt
t=0 J zER"

1
— /t ., /x o o(a,t) du(t) dt. (5.125)

Jj—00
From (5.124) and (5.125) we obtain
H#)\ = ,u(t) ® dt.

It follows by Young’s disintegration theorem [5, Theorem 2.28] that there exists a family of proba-
bility measures (v, ) (o) O1 G a.n, such that:
A= u(t) @ vy @ dt,

which completes the proof. O

102



Proposition 5.3.12. Let A be the limit measure defined in Proposition 5.3.11. We have:

VX € CUR™ x [0,1],R"™), &(V:,(t) @ dt)(X) —— SA(X) . (5.126)

Jj—o0

Moreover, X has bounded first variation (i.e. 0\ is a Radon measure) and
1
A= RN =t N @de and [ [ (bt de < Vol (&) < o0, (5127)
0 n

in particular (6\)s = 0; for all bounded » € C(R™ x [0, 1],R™), forall 0 <1 <t <1,

t2 t2 .« 6V (t)|?
| [ ettt P dute) @t < timint [ [ gy )12 OV, ()
t1 R~

dydt.  (5.128)
ty JR» 8]' * HVE] (t)H +é€j

Proof. Let us first check that (5.126) is a consequence of V;,(t) ® dt —~ ). Indeed, let X €
j—o00

CLR" x [0,1],R™), then g : (y, S,t) — divg X (y) € C.(R" x Ggn % [0,1]) and thus

S(Va, () @ di) (X) = / g d(Ve,(t) @ dt) —— [ gdX=6A(X) .

J]—00

Let us now consider the sequences (11;) jen of Radon measures in R” x [0, 1] and (f;) jen € C*(R™ x
[0, 1], R™) defined as

e+ 0V, (1)

forall j € N.
(D, * [IVe; (D)l + &)

pj = (P, [V, ()| +&5) @dt and  fj(-1) =

Let ¢ € C.(R™ x [0, 1]). First note that by definition,

1
/ @it =/ / Oy, t)Pe; * OV, (t) dy dt = fju; = (e, % Ve, (1)) @ dt.
R" x[0,1] 0 Jrn

We obtain by standard arguments (bicontinuity of distributional bracket to be more specific) that

pj converge to u(t) ® dt as Radon measures and fj/; converges to 0\ as distributions of order 1.

Indeed, as ®. is a mollifier, we recall that for all t € [0,1], [|o(-,t) * ., — ¢(-,t)[|ct — 0 and
J]—00

therefore, by dominated convergence and ||V, [|(R") < [|[Vo||(R™),

i

so that recalling that ||V, (t)|| ® dt converges to u(t) @ dt = ||A[l,

‘/soduj—/sodu(t)dt’ S/Ol

n ' [ (@i de— dute dt)' +e

J—00

1
[ @ V0 = IV 0| de < IR [0, = ol e —— 0

[ e @ < v ) - vz )| a

/cpdydt

— 0.
Jj—0o0
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We hence checked that j; —— u(t) ® dt. In a very similar way, we can check that for all X €
Jj—o0
CLR" x [0,1],R"), [ X - f; du; — SA(X) since
J—00

[, 5 6V, ()(X) = 8V2, (1) ()| = [0V, (1)(®e,  X) = 8V2, (1) (X)] < V2, ()| (R @2, % X — X]co
< VIR, + X = Xor —— 0

where we used Remark 5.2.7, recalling (5.126) we obtain the desired distributional convergence

‘/X £ duy — SA(X ‘ /}cbs*av X) — 6V2, (4)(3)] dt + [5(V2, () ® db)(X) — SA(X)]
]Hoo

Let v € C(R™ x [0,1],R*) be bounded and consider F : ((y,t),q) — %(y,t)|q|?, then F is non-
negative continuous, and with respect to g, it is convex and has superlinear growth, hence satisfy-
ing the assumptions of [32] 4.1.2. We additionally have by Remark 5.2.7 that for all j,

@, *0Vz, (1)[°
F ; dp; = z ! dy d
/R”X[O,l] ((yvt)7f](y7t)) ,U](y,t) /R’ﬂx[[)J] w(y7t) (q)aj % |“/5J(t)H +5]) Yy t

< [[9lloo Ve, (N [(R™) = [|9]loo [ VoIl (R™) < o0

and we can apply [32] 4.4.2(i) and (ii) (see also 2.36 in [5]): there exists f € L}(R" x [0, 1], R", u(t) ®
dt) such that, up to extraction, the sequence of vector measures f;; converge to f(u(t) ® dt) and

/ / B, )1 (B dut) dt = / (). F(y.8)) d(u(t) © di)
< liminf / F((y,), £, £)) dpj (0. 1)

J]—00

., + V., (1))
Shmmf/ o) o dy dt < [[9]l|Vo | (R") .
/ n[0,1] ( )(<I>6j*\|{/€_(t)”+5j) %]l oo [ Vol (R™)

Jj—o0
(5.129)

Thanks to the uniqueness of the distributional limit: f(u(t) ® dt) = dA so that (6A); = 0 and
f =h(-,t,\), and we obtain (5.127) plugging ¢ = 1 in (5.129).

We are left with proving (5.128) for 0 < ¢; < ¢t < 1, and we can take an affine cut-off approx-
imating 1, ;) from below: for k large enough with respect to to — t1, let x; be a continuous
piecewise-affine function satisfying 1, L1 S Xk S ) then applying (5.129) to x;¢ gives

L |@., * OVz, (1)
h|? du(t dtghminf/ & & dy dt
/0/ IRl dp(y di < Nimuf f G e ol o)

and we can take the limit k — oo in the Lh.s. by dominated convergence while we use x5 < 1, 4]
in the rh.s. to conclude the proof of (5.128), and hence the current proof. O
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Proposition 5.3.13 (Spacetime Brakke inequality for the limit flow.). Let X be the limit measure defined
in Proposition 5.3.11, we write A = u(t) ® vy ® dt and we assume that u(t) ® v is rectifiable a.e
t € [0, 1], hence, if M, denotes the support of p(t) one has:

p(t) @ v gy = p(t) @ o ad,-

Then, for any p € CLR™ x [0,1],RT) and 0 < t; <ty <1,

u(t2)(p(- t2))—p(tr)(w (- 1)) < —/:/nw(y,t)\h(y,t,k)Qdu(t)(y)dt

to to
s [Of maEe) be N datdes [ aupt o duto
t1 "XGdn

t1 R™
Proof. Denote Ac; =V, (t) ® dt and choose (as in Proposition 5.3.11) a sequence (¢;); satisfying:

lim Ao, = A = u(t) @ vy @dt  and ]151& IV, ()] = pu(t).

j—0o0

Consider ¢ € CH(R" x [0,1],RT), t1,t5 such that 0 < t; < t5 < 1. The inequality we are seeking to
prove is linear in ¢, without loss of generality we assume ¢ < 1, and for all sufficiently large i € N
we define ; := ¢ + i1 < 1. We can plug ¢; in (5.96), also recalling (1.13), we obtain:

IV, ()l (pi(-, t2)) — IV, () [ (pi(-5 1)) — /t2 IV, )| (Owpi(-, 1)) dt

t1

t2
— [ SV he (V) dV 0+
t1 R"xGg pn

to

5(V€j(t)){cpi(-,t)ha(-,vg(t)) dt (5.130)

t1

and the proof now consists in taking the limit, first in j and then in i.

Step 1: We take the limit in the Lh.s. of (5.130), that is, we prove

IV, @)l (pi(+, t2)) — IVe, (801 (@i(-s 1)) — /t 2 IV, @) (Orpi(-, ) dt

—— [V(#)Il(e( t2)) — |’V(t1)H(<P('7t1))_/2 V@ (Gep(-,)) dt. (5.131)

%,j—00 t1
First note that d,; = 0y and recall that for all ¢ € [0, 1],

{ IVe; D1 @rpil, 1)) = [Ve; (D1 (Dusp (- 1)) ——— nlt) (O (1)
—

Ve, 1(8) 5= o wl) IV 0l 8) —— Ol 1)

Jj—0o0
and since ||Vz, (t)[[(Orp (-, 1)) < [|0¢2]loo[IVolI(R™) by the decay of the mass (Remark 5.2.7), we infer
by dominated convergence that for any i,

to to
| Va0l it — [TVl @e.0) .
1

t1
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Using again the decay of the mass and ¢; = ¢ + i~ !, we obtain

Ve, @115 1) = @) (0 )] < i HVOIIR™) + Ve, 0l (2(5 1)) = p(t) (- 1)) | Nl Evmnd
and with ¢ = t1, {3 we can conclude the proof of (5.131) (Step 1). We now deal with the two terms
involving the mean curvature.

Step 2: We now prove that

timsuplimsup | 8V, (1)(pihe, (- Ve, ()t < — / / () IR(y, &, V) 2du(t) (y)dt.  (5.132)
t n

i—00 Jj—00 t1

First, we note that ¢; = ¢ + i~! and then, there exists m;, € N (large enough, depending on i
and ¢: e.g. mi, > i||Vaplleo) such that for all m > m; ,, ¢; € A, We apply (5.118) with e = ¢;

and ¢ = ¢; whence, for fixed ¢ and ¢, one has to take j large enough to ensure ¢; < ¢, and
1

Ej_g > 2m; ,: this is the reason why we have to take lim;_,, before lim;_,, hereafter. Concerning
the varifold, we apply (5.118) with W = V_,(¢) (for ¢ € [0,1]) and M = ||V;[|(R") since we know
that ||V, (1)[[(R™) < [|[Vo]|(R™) < M. We obtain, for all ¢ € [0, 1] and for all j large enough,

R
] " (I)Ej *® |“/f:‘](t)H +6j

which we integrate between ¢; and ¢; so that using 0 < ¢; < 1 and Remark 5.2.7,

/t2
t1

SDZ"(IDEJ‘ * 5‘/63‘(75)’2
n O ||V, ()] + €5

dx

(S‘/Ej (t) (Cpihsj('7v;‘j (t))) +/

902"(1)6]' * 5‘/5j(t)’2

x| dt
n @ x |[Vo, (0] + €5

OV, (t) (soihgj(wvsj (t))) Jr/

1 0| ®e, * 6V (1)|? 1
41+/ ! 4 dx dt e (1+||W|(R™)) —— 0.
£ ( o @, * Vo, O+ 55 5 IV R 5o

We infer:

to to 2

. @i Pe; x OVe, ()]

lim su OV () (wihe, (-, Ve, (t = —hmmf/ / J J dxdt

j—>00p t1 53( )((p 53( EJ( )) J=70 Sty n 53 * H‘/ﬁ H +8J

to
—/ / ©ilh(-, N)|?du(t)dt by (5.128) in Proposition 5.3.12
t1 n

and the proof of (5.132) (Step 2) follows from —p; < —¢.
Step 3: As V,¢; = Vi, we are left with the proof of

to [3)
timsup [ [ (V) b Ve () Ve < [ S5V, byt )
t1 ”XGdn t1 "XGgn

Jj—ro0
(5.133)
We fix an arbitrary g € C2(R" x [0, 1],R"), there exists m, € N such that g(-,t)) € By, Vm > m,
and Vt € [0, 1], this is due to the compactness of [0, 1]. We apply (5.120) with ¢ = ¢; and X = g and
1

we take j large enough to ensure that ¢; < e, and ¢} > 2m,. Concerning the varifold, we apply
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(5.120) with W = V., (¢t) (for t € [0,1]) and M = [|Vp[|(R") since we know that ||V, (¢)[|(R") <
|[Vol|(R™) < M by Remark 5.2.7. We obtain, for j large enough

SIS

11 - x OV (1)]?
/n th('aVSj (t)) ~g(-,t) dH‘/ij(t)H +5V5j(t)(g('vt))‘ < 5;'1 +5;'1 (/]R" (I)L(I)* |V€j/(£)(|t|)_||_€ dl‘)

which we integrate between ¢ and ¢; so that

/t2
t1

[ RV 00 e O IV 0+ 0V, ) 00
1
t2 1 1 [t |P.. * 6V (1) 2
< g2 dt+54/ / ! 2 dx dt
/t; J J t1 ( n q)E]' * ||V;I] (t)” + 5]'
1
O * 6Vz, (t)]? 2
<€ +s // [P, * Ve, (O o
n aJ * ”V:sj H + €5

<et (1+ Vol ®")?) — 0, (5.134)
]*)OO

where we used Jensen inequality and Remark 5.2.7.

We now observe that the map g : (y,t) — (T, M) (V) is u(t) ® dt-measurable and belongs to
L2(u(t) ® dt) (u(t) is finite and ¢ € C., hence g is bounded by || V¢||), we can assert that, for any
n € (0,1), there exists a map g, € C2(R" x [t1,t2], R") such that:

t2
/t /n (LM (Vo) — gn(y, 1) dpa(t) (w)dt < . (5.135)
Now we compute
to "
L
/tl /RnXGdn V(’D hE]( EJ /1 /R"XGd S VSO) gn> hsﬂ( ‘/EJ (t)) d)‘sj

t
t
(
t1 t1
[2)
— )

t1

to
‘)
t1

to
“
t1

= (1) (gy) dt + 5 (gn)

[ v ol [ oV 6000 &)
V.
) - (90— (MO (V) ) du(at

[ M) (T60,) - iyt X)),
(5.136)
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By the varifold convergence, (5.135) and (5.119) we have

[ (550 ) bV,
nXGd

< (/ /RG S4(Vy) —gwdx)Q (m// |hgj(',Vaj(t))\2d]Vaj(t)||>é

(5.137)
1
2 | e, * Ve, (1) :
(T, M) (V dp(t)dt hm/ / : dxdt
</ / 07 (V) =gl dutt ) ( v e x Vo, (0] + ¢
<0 (|Voll(R™)? —> 0.
n—0
By (5.134) we have:
_ to to
i ( [ [ b v v o + 6V€j<t><gn>dt) 0. (5.138)
t1 n t1
By the varifold convergence we have:
_ t2
| [ 8Vz, (£)(gy) dt — 3M(gy)] =0, (5.139)

J t1

and finally, the Cauchy-Schwarz inequality and (5.135) imply
to
[ [ (o - (TyMt)L(Vw)) dpu(t)dt
11 n
1
t2 t2 2
<// 5 AP du(t) ) <// — (TyMy) (W)!Qdu(t)dt) (5.140)
t1 n t1 n

< ([Voll(R ))277 H—0> 0.

From (5.136)-(5.140) we deduce (5.133) (Step 3), this concludes the proof of Proposition 5.3.13. [

Remark 5.3.14. From the proof, we notice that it only suffices to assume that v. ; is a Dirac’s mea-
sure, as we do not use the fact that T u(t) is the tangent space nor the properties of x(t) as a
rectifiable measure.

Remark 5.3.15 (Non uniqueness of the limit spacetime Brakke flows). We recall that the limit
measure A in Theorem 5.3.7 depends on the choice of the subsequence (g;) ;.\, hence is not unique
(in general). This, somehow, is related to the non-uniqueness of Brakke flows, as Brakke flows
themselves are spacetime Brakke flows when tensored with the measure "dt".

5.4 Consistency of approximate mean curvature flows

The following is a consistency result on the approximate MCFs.
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Proposition 5.4.1. Let Vo, (W) .oy € Va(R™) of compact supports with ||[Wy||(R™) < M, and (ey,),cn €
(0,1) such that

Wy, ——Vy and e, — 0.
k—o0 k—o0

Define for every k € N,
o (Vo (t))iefo,1): the approximate MCF starting from V.
o (Wk)ey(t))iio,1): the approximate MCF starting from Wi..

If we assume that V, (t) converges weakly-* for a.e t € [0,1] to a certain limit V (t) of bounded support for
aet € [0,1], and that
AWy, Vo) exp(cre,™ ") = 0 as k — oo. (5.141)

*

Then, (Wy)e, (1) = V (t) fora.et € [0,1]. In particular, if V (t) is a Brakke flow, (W},)., (t) converges
— 00
weakly-* to a Brakke flow starting from Vi (which in this case is V (t)).

Proof. By the weak-*convergence and the fact that spt V; is compact we can infer that |15 ||(R") <
M. By Proposition 5.2.3 we have:

forall t € [0,1]. We deduce that

AWV (), (Wi)e, (1) < AV (1), Ve, (8) + A(Ve, (1), (Wi ), (1))

A ?
AV (t), Ve, (1) + A(Vo, Wy) exp(tczMe,;"J).

IA A

We can prove by Proposition 1.2.3, coupled with a truncation argument as spt V'(¢) is bounded,
that

A(V(t), Vo () — 0,
fora.et € [0,1]. Thus, (W), (t) = V(t) fora.et € [0, 1]. O
Remark 5.4.2. In fact, we can prove that for any fixed ¢, under the same notations and hypothesis

of Proposition 5.4.1

i V2, () —— V(£) then (W), () —— V(t).

k—o0 k—o0

In the proposition we require a.e (with respect to time) convergence to stay consistent with general
convergence results.

5.5 Appendix

The following lemma is used to prove Lemma 5.2.4.

Lemma 5.5.1. Let S € Gy, A € M, one has
[tr(S o A)| < nl||A].
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Proof. Indeed, it is clear that for any matrix B € M,, that |tr(B)| < n|B|« < n||B||. Therefore,
| tr(S 0 A)| < nllS o Al < nllS[[[A]l < nl|All,
where we used || S|| = 1, this finishes the proof. O

The following lemma stems directly from the triangle inequality, it helps simplifying the proofs
of Proposition 5.1.8.

Lemma 5.5.2. Let A, B € M,, and S,T € M, be such that ||S|| = ||T|| = 1, one has
ISAS" — TBT*|| < ([IAll + IBI) 1S — Tl + |4 - BII. (5.142)
Proof. Using the triangle inequality, and the fact that | M*|| = || M|| for any matrix M we infer that

|SASt — TBT!| < ||[SAS" — SAT"|| + |SAT* — SBT"|| + ||SBT" — TBT"||
< ISIIAINS" =T + [IS[HlA = BINT*| + (1S = T BT
<A+ 1BIOIS =T +[A—B].

This concludes the proof of (5.142). O

The following lemma contains several properties on determinant’s expansions, used mainly to
prove Propositions 5.1.3 and 5.1.8.

Lemma 5.5.3. Let 1 < k < nand Q € My, be such that |Q|~ < 1. There exists c; > 1 only depending
on n such that,

det (I + Q) — det(I)]| < ealQloc and  |det(Iy + @) — det(I) — tr(Q)] < 2(|Qloc)?.  (5.143)
Let1<d<n,L€E Mgy, Re M,besuchthat Lo L' = I;and |R|~ < 1. Then
(In+R)o LY o((In+R)oL")=I;+Q with Q=Lo(R'+R)oL'+LoR' oRoL".
and there exists c3 > co only depending on n such that
Q. < el Rl (5.144)

Moreover, if we assume that c3|R|o < 1 then there exists c4 > 4ncg only depending on n such that
1
’ det (((I, + R) o L")" o (I, + R) o L"))2 — 1) < 4| Rloo, (5.145)

and )
‘ det ((In + R) o L' o (I, + R) o L')))? — 1 — tr(Ro L' o L)‘ < s R (5.146)

Proof. We consider the normed space (M, 4, |- |-) and we recall that for M € M, ,and N € M,
IMNso < g [M]ao| Moo - (5.147)

Let Q@ € My be such that |Q| < landlet B = {M € My, : |I; — M| < 1} be the closed unit
ball centered at I;,. By compactness of B, we can introduce

1 2
o = max{l,gggumet(mn, £ max D det(M)H} |
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where || - || are the linear and bilinear operator norms associated with (M, 4, | - |»). Note that c3 j,
depends on k (since B depends on k) though this can be avoided by defining co = maxj<i<y, 2 -
We recall that the differential of the determinant map det at Ij, is the trace map: D det(l}) = tr
and therefore, applying Taylor-Lagrange inequality to det on the line segment [I}, [ + Q] C B
yields (5.143). Let L € My, , R € M,, be such that L o L' = I, and |R|o < 1 and let us use the
notation Q = Lo (R'+ R) o L' + Lo R' o Ro L' € M hereafter. First note that ||, < 1, indeed,
the assumption L o L' = I; can be reformulated as follows: the columns of L' (i.e. the rows of L)
constitute an orthonormal family (v1,...,v4) of R” so that |L|, = max;; |L;j| = max;; |v; - e;] < 1.
Let c3 = (2n2 4+ n3)(1 + ¢2), using (5.147) and | M|, = |M|oo, we have
Qoo = |Lo (R"+ R)o L'+ Lo R o Ro L'|_ < n?|R+ R'|o|L|%, + n’|LI% | RIZ,
< (20 + 1®|Rloo) | Rloo < (2n° + 1%)|Rloo < €3] Rloo
that is (5.144). We now set ¢ = (1 + ca)c2 +n* > (1 + ¢2)2(2n + n3)cs > 4nes, and we moreover
assume c3|R|~ < 1, therefore
(In+R)o LY o ((I,+R)o L") = I; + Q with [Qlo <1

so that the first part of (5.143) gives
|det (I; + Q) — 1| < ¢2|Qloo < c2(2n* +12)|R|oo < 3| R|oo < 1
and in particular det (I; + Q) > 0. (5.148)

We infer (5.145) applying |a — 1| < |a® — 1| (note that a = det (I; + Q) > 0). We are left with the
proof of (5.146). We now apply the second inequality in (5.143) to obtain

det (I + Q) — 1 — tr Q| < e2|Q|% < cac3|RI% . (5.149)

Furthermore, using tr(4) = tr(A") and tr(AB) = tr(BA) when both products make sense, we
have
tr(L oR'o Lt) = tr(L oRo Lt) = tr(Ro L'o L)
and thus, by definition of () and (5.147),
tr@Q —2tr(RoL'o L)| = |tr(Lo R' o Ro L')| < d|Lo R'o Ro L'|o < dn®|L|%|R|%,

<n* R, . (5.150)
From (5.149) and (5.150) we obtain
|det (I + Q) — 1 — 2tr(Ro L' o L)| < (cac} + n*)|R|% (5.151)
We now apply the following inequality, valid for any z > —1,
\/1+z—1—%z < 1 2

—Z
2
with z = det (I + Q) — 1, from (5.148) we know that —1 < z < ¢3|R|~, we hence obtain

‘\/det(ld+Q)—1—tr(RoLtoL)‘ < ‘\/1+z—1—;z

1 1
< 52:2 + 5(0203 +n*)|R|%, thanks to (5.151),

1
< 5(0:3 + o3 +nh)|RIZ, < ca| R,

which concludes the proof of (5.146). O

+ ‘;Z—tr(RoLtoL)
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The following lemma stems directly from Lemma 5.5.3.

Lemma 5.5.4. Let P, N € M and assume that P is invertible, then

IP7HIP =N <1 = |det(P) —det(N)| < cz| det(P)|| P~ [|P — NI (5.152)
Proof. Indeed, first note that

|det(P) — det(N)| = |det(P)| |1 — det(P™*N)| and P 'N=1I;+P *(N-P).

Furthermore ]P_I(N - P)|oo < ||P7YN - P)|| < |P7Y| IP — N|| < 1 so that applying (5.143)
with k = dand Q = P~}(IN — P) we can assert that

|1 —det(P'N)| <2 |PT' (N = P)| <2 |P7Y||IN =P
which concludes the proof of (5.152). O

The following is a crucial step to prove Proposition 5.1.8.

Lemma 5.5.5. Let S,T € G, there exist S = (s1]...|sq)", T = (t1]...|ta)" € Mg, where {s;}L,
and {t;}_, are two orthonormal basis of S and T such that

IS =T < 2|5 = T|.

Proof. Let 6 be the largest principal angle between the subspaces S and 7', which can be character-
ized by:
sin(f) = maxmtin V1—{(s,t)2, s S;teT andls|=]t|=1.
S
We infer from [1, Proposition II1.29] that ||S — T'|| = sin(#), furthermore, there exists a rotation r of
R™ such that r(S) = T, with
lr — I,]| < 2sin(0/2).
Let S = (s1]... \sd)t € Mg, with {si}glzl being an orthonormal basis of S, the matrix T=roSec
Mg, can be written as (1] .. |ta)" where {t;}%_, is an orthonormal basis of and 7. We have then,
using that ||S|| =1
1S =T =S =roS| <[n—r[lS] < 2sin(6/2);

the result follows from noting that 2sin(#/2) < 2sin(6) as 6 € [0, 7/2]. O

The following is a key lemma to prove the diffeomorphic character of the pushforward maps
involved in the construction of the approximate MCF (Proposition 5.1.3). We prove that the map
id + Ath, h € C1(R™,R") is a diffeomorphism under a condition on At and k. We use this lemma
to obtain a sufficient condition on At to have that the map id + Ath, is a diffeomorphism, where
he is the approximate mean curvature.

Lemma 5.5.6. Let f € C(R™, R"™) such that f = id + Ath, At > 0, h € CY(R",R"), assume that
max{At|[hlloo, At[| Dhlloo, |1 f = oo} < 1.
Then, f is a diffeomorphism of R™.
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Proof. For any z € R", we have Jf(x) # 0, therefore f is a local diffeomorphism by the inverse
mapping theorem. We now prove that f is injective, indeed, for any =,y € R one has

[f(@) = fW)| = o —y = At (M) — h(y)) | = [l =y = At|h(z) = h(y)|| = |& — yl[1 - Lip(h)| > 0,

this proves the injectivity of f.

Up to now, we have checked that f is injective and a local diffeomorphism at every point therefore
f is a global diffeomorphism from R" onto f(R"); as f(R") is open, it remains to show that f(R")
is closed. We have by assumption that || f — id||oc = At||h|| < 1, this implies that f is proper, by
[41] it is closed, therefore f(R"™) is closed in R", recalling that it was open we have f(R") = R”
and f is a diffeomorphism of R". ]

5.6 List of constants used in the chapter and their properties

e Ve e (0,1), c(e)

1
= - 52),cle)>1.
o @) (yda O )=

-1
o c= (/ <i>1(y)dy> (5.4),Ve € (0,1) 1<c(e) <c.
B(0,1)

® cp:= sup c(s)% exp (—é) < oo (5.10).
€€(0,1)

o ¢ =2(1 4 wpeo)(1+ co) > 2, Proposition 5.1.2.

e o = max {1, max ||Ddet(M)|,3 max HDQdet(M)H} > 1 Proposition 5.1.3.
1<k<d MeB;(My) MeB1(My)

e c3 = (2n? +n?®)(1 + cz) Lemma5.5.3.

e ¢y = (14 co)c3 +n' Proposition5.1.3 ¢4 > 4nes, c4 >co, €4 > 2

e c5 = 4c?cy (5.33).

o cg = max{dcy, (14 cown)(c(2m) ™2 4+ ¢9)(2 + c1)} > 4e1 (5.36).

e c7 = 6(128ncacsce + cicq) Proposition 5.1.8, ¢7 > 56¢ 7 p = cr(M + 1)2.

e cg = 112¢% + 3cic; Lemma 5.1.12.

e cg = 2c7(57cicq + cg) Lemma 5.1.13  ¢g > cs. copr = co(M +1)°, co s > csM3.
e ci9 = 4cg, c10,m = c10(M + 1) Proposition 5.1.11.

o c11 = (56¢; + creq) (M +1)2 Proposition 5.2.2.

e c12 = (cg +3ncy +4)(M +1)3 Corollary 5.2.6.
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Chapter 6

Avoidance principle for approximate
MCFs and spacetime Brakke flows

The classical avoidance principle for the mean curvature flow says that if M and N are two dis-
joint smooth compact hypersurfaces, then their respective mean curvature flows are disjoint (see
Theorem 2.1.4). This avoidance property is a consequence of the maximum principle. This prin-
ciple fails in higher codimensions, take for instance the MCF of two enlaced disjoint circles in R?
(see Figure 6.1). Ilmanen ([34, Lemma 4E]) generalized the avoidance principle to arbitrary "set-
theoretic subsolutions of mean curvature flow". He showed in [35, Theorem 10.5] that the support
of a codimension 1 integral Brakke flow is a set-theoretic subsolution of mean curvature flow, so
the avoidance principle also applies to such a Brakke flow.

In this chapter, inspired by the works of [Imanen and Brakke, we prove certain avoidance and
approximate avoidance principles for spacetime Brakke flows and their approximations defined
in chapter 5.

We start by proving the nontriviality of the limit of the spacetime approximate MCF (Definition
6.2.1, Theorem 6.2.9) when starting from the boundary of an open partition of R" (Definition 2.2.3).
The proof is based on a e- approximate comparison principle with respect to spheres evolving
by the MCF satisfied by the piecewise discrete approximate MCF. This solves the triviality issue
(discussed in section 2.2.6) that might occur in the Brakke construction.

We show in Proposition 6.3.1 different avoidance principles for the mass measure of d-spacetime
Brakke flows with respect to spheres evolving by the law R(t)? = R(0)? —2dt. Theorem 6.4.3 states
a general avoidance principle satisfied by spacetime Brakke flows of codimension 1 with respect to
smooth mean curvature flows of codimension 1. The theorem has several consequences, notably,
the inclusion of the mass measure of a spacetime Brakke flow in the level set flow of the starting
varifold ([22]).

.\'\ """ ~. PE
\ ) )
K N A, e ki

-

Figure 6.1: The MCFs of two enlaced disjoint circles in R? collide.
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6.1 Preliminaries

We state the following technical lemmas that will help later in proving different results of the
chapter.

Lemma 6.1.1. Let h € C(R",R"), o € C}(R",(0,00)) and S € Gg,,. We have:

11SVel|?
—|h]Po 4+ 8tVp-h < 4|f + Vo -h.

Proof. We can simply write, as ¢ does not vanish,

1SVpi2 1|SVe|?
—\h12<p+slvcp-h:—\hy%—sw-mw-h:—go%h+5 f +4’ i +Ve-h
('02
1SVl
4
this completes the proof. O

We introduce the notion of barrier functions and we highlight one of their main properties. For
convenience reasons, we use the definition of Brakke ([12, Section 3.6]) for barrier functions even
though it might refer to a more general class of functions (see [9]).

Definition 6.1.2. A function ¢ € C*(R" x R, R") is called a barrier function if there exists a € R™ and
v € C*(R,R*) such that

Y(t,x) =(|z —al® +2dt) forall (x,t) € R" x RT
and . ) -
(dT’Y(T)> < 47(T)W*y(r) forallr € R.
Lemma 6.1.3. (Sphere barriers) Let 1) be a barrier function, for every S € G gq.,,. We have
1|SVy[?
4 9
on {(z,t) € R" x R,¢(x,t) # 0}.
Proof. We set a = 0 for simplicity. Let v € C?(R, R*) be such that
Y(t,z) = ~(|z|* + 2dt) forall (z,t) € R" x RT.

—S8: V2404 <0

We compute the derivatives of 1):

U, t) = (|2]? +2d1),

op(z,t) = 2dv(|z|? + 2dt),

Vip(z,t) = 2v(|z|? + 2dt)z,and

V2 (x,t) =4y (|x]? + 2dt)x @ x + 2v'(|z|? + 2dt)I,.
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We have then, on {(z,t) € R" x R,¢(z,t) # 0}, using S : I,, = tr(S) = d and 7/(r)? < 4y(r)y"(r)
forallr e R,

}‘vaxatw .2
a5V + 0 )
_ [S@PY (2 +2dt)* 2 (12 (12 (12
= ~ (el 3 2d0) 418 (z)|*y" (|z|* + 2dt) — 2d~'(|z|* + 2dt) + 2d~'(|z|* + 2dt)
o (7 (|z]* + 2dt)? p;
_ _ <
(o) (L o — 4 (af? + 20 ) <o
and this completes the proof. O

6.2 Nontriviality of the limit spacetime approximate MCF of open par-
titions

We start by defining the notion of a limit of the spacetime approximate MCE.

Definition 6.2.1. (Limit of the spacetime approximate MCF) Let Vi, € V4(R™) of compact support, let
(V=(t))ie[o,1) be the approximate MCF starting from Vo. We say that a Radon measure A in R™ x G g , % [0, 1]
is a limit of the spacetime approximate MCF if there exists a sequence (¢;); — 0, a family of Radon measures
(1(t))tepo,1) on R™ and a family of probability measures (v (g 4))(x,t) 01 Ga,n such that

o [Vl w(t), for every t € [0, 1] and

*
j—+oo

*

o V. (t)®dt A= pu(t) @ V(g @ dt.

Jj—+oo
We recall that we have shown the existence of such sequence and limits in Proposition 5.3.10. In analogy to
Definition 5.3.4, the family (pu(t));c(0,1) 18 called the mass measure of \.

We aim to prove that limits of the spacetime approximate MCF are nontrivial when the starting
varifold is the boundary of an open partition (Definition 2.2.3). The sense we give to the nontrivi-
ality is that p(¢)(R™) > 0 for a certain time interval [0, ¢o], tp > 0.

The following lemma is the key to prove the nontriviality property. We prove a e-avoidance
principle for a limit of the spacetime approximate MCF with respect to spheres evolving by the
law

R(t)* = R(0)% — 2dt, t € [0, R(0)?/2d]; 6.1)

where R(t) denotes the radius of the sphere at time ¢. This is an adaptation of Brakke’s sphere bar-
rier to external varifolds principle [12, Theorem 3.7]. The proof consists of injecting a suitable test
function encoding the evolution of the spheres in the e-Brakke inequality satisfied by approximate
MCFs (Corollary 5.2.6).

Lemma 6.2.2. Let M > 1, ¢ € (0,1) and Vy € V4(R™) with |[Vp||[(R") < M. Let T = {t;}I", be a
subdivision of [0, 1] satisfying (5.34) and (‘@[ch(t))te[o,l] be the piecewise constant approximate MICF with
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respect to T starting from Vj.
Define i (z,t) = y(|z — a|* + 2dt) with

[ (R2=n)?t forr < R?
v(r) = { 0 for r > R2.

Assume that ¢126(T)e™8 < e. Then, there exists e € (0, 1) depending only on n and M such that, for any
e € (0,e9), we have:

IVZE®) (-, 8) = IVEH@) [ (4, a)) < exses forany a,b € [0,1],a < b;
where c13 depends only on n, M and R.

Proof. We assume that 7 satisfies (5.34) to give sense to the approximate MCE. We note that the
choice of the power in the definition of v is not relevant, as long as it is strictly larger than 3 (so
that ¢ is C?). In the proof, we denote for simplicity V (t) = V(1)

Step 1: We first prove that

) ()l
// Ve H*<I>)(y) _dydt <M+ 1. 6.2)

From Remark 5.1.5, one can state that Vi € {0,...,m}

IV (E)[[(R") < M + 1.
From (5.24) with ¢ =1,V =V (¢;) and At = t;41 — t;, we have Vi € {0,...,m — 1}
IV (s ) [(R™) = [V (t) | (R™) = AtV (t5) (he (-, V (1)) < e5(M +1)* (tir — )" 7.

Then, by (5.34) and (5.25), and the fact that V (¢) is constant on [¢;,t;+1), we infer that Vi €

{0,...,m—1}

W)~ Wl + [ [ AR dyir < s -

Summing up the inequalities for i € {0,...,m — 1} we obtain

@) - o+ [ [ AGAI IO gy
Then, step 1 follows from ||V (0)[|(R") = ||Vo||(R™) < M.
Step 2: Let 9. = ¢! (¢+4g%||w||cg) with ¢ = ¢(n, R) = 2max{|[4}]|cs, ||V 2,1} < co. We
prove that ¢. € A; and V. € B; (Definition 2.2.5) with j = { € éj and ¢ € (0,479).
We know that ¢y > 0, and 456 j > 1, this implies:

¥(-,t) € C3R™,RY) Vit € [0,1];
V7 4e (-, )]0 = ¢ THIVTh(, )]l < jte(,t) < j, V(w,t) € R" x [0,1] and m € {1,2,3};
Ve ()l 2 @ny = ¢ VO )l 2@ny < 1 <5 VE € [0,1].
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Thus ¢.(-,t) € A; and V). (-, t) € B; ¥Vt € [0, 1].
Step 3: We inject ). into the inequality (5.112) and deduce the desired result.
Indeed, we have for a,b € [0,1], a < b

IV O)I(2=(-,0)) = V()| (e, a /5 t))(he(t)) dt
(6.3)
- / /R () AVt < epal[gelead(T) < e
where we used ||¢):]|cz < 1. We recall that by (1.13) we have
VD0 he(0) =SV Ok + [ SV h(0 V() 64

Applying (5.118) and (5.119) with V' = V (t) , ¢ = 9. (-,t) knowing that j < %5% we deduce that
there exists g9 € (0,47%) depending only on M and n such that, for any € € (0, () one has, for all
t€[0,1]

V(-5 0)[ @+ OV(B)]* +€i< e (1) P OV (1)
RTL

SV () (e (-, t)he(t)) < — gn Dok V()| +e O« ||V(t)] +e

dz + 1> (6.5)

and that
Pe (-, 1)|Pe * 6V (1) 2 1 ( Pe (-, )| D % SV (1) 2 >
— dx < — )| e (8)2d)|V (¢ de+1

(6.6)
thus combining (6.5), (6.6) and using ||7): ||« < 1 and (6.2) we deduce that

b b )
[ vouwtonmas - [ [ vomoPavelass ey, 6
From (6.3) , (6.4) and (6.7), using € < £1 we infer that
IV )16 ) — [V (@l (e (-1 / [ bl + SV bl av (e
"XGg,n
b
+/a /Rn 8t@ba(-,t)d||V(t)Hdt+51 (2M +5).
From Lemma 6.1.1 we infer that

IV (0) = V(@I / [ I ) )+ ety v

i(2M +5),

S

(6.8)
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where dividing by /. is possible as ¢ > 0. From (5.120) for V' = V (t) and g = V. (-, t) we have,
for any € € (0, o),

) VU dIVII(E) + 6V (1) (Ve 1) |
waf( i)
e ([ /n<1>|q)*|T§|V cdoit).

< i(1+ (2M)2) < i(1+2M), asl< M < 2M,

IN
™
=
—~
S
|
s}
~—
_|_
Q)

|/\
N»—'
N»—'

where we used Jensen inequality. This gives,
// ) V() [V (Bt < — /5v (Ve 1)) dt +=5(1+201)

:// —S  V2pe(-, £)dV (£)dt + 3 (1 + 2M).

From (6.8) we infer that

SVie(-t
V) 0) = V(@ (e, / | IR s+ ) avar
—1—54 (4M +6).

We note that ¢ > ¢ 1, V™. = ¢ 'V™p, ¥m € {1,2} and that ¢ is a barrier function, hence
Lemma 6.1.3 implies

115V6.(, )2
4 ¢5(,t)

this implies

L[SVy(,t)]?

-8 VL) A < o (0

— S V2(-,t) + 8t1/1(-,t)> <0

IVON@-(,8) = V(@) (:(- a)) < £3 (4M +6).

We conclude from the uniform boundedness of the mass (Remark 5.35) and from ||¢||c2 < c that

VO 0) = V() l((,a)) < dees (M +1) + ce
where we set ¢;3 = ¢(8M + 10). This finishes the proof. O

=

(4M + 6) %(SM + 10) < 6138%

We show that the mass measure of a limit of the spacetime approximate MCF satisfies the
external varifold comparison principle.

Corollary 6.2.3. (External varifold comparison principle) Let V' € V4(R"™) of compact support and (ju(t)) (0]
be the mass measure of a limit of the spacetime approximate MCF starting from V' (Definition 6.2.1). We
have the following:

1. (1(t))eqo,1) satisfies the the external varifold comparison principle, i.e. if
u(O0)(B(a, R)) =0 = u(t)(B(a, VR? —dt)) =0, tel0,1]N[0,R*/2d].
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2. spt u(t) is bounded by the convex hull of sptV for all t € [0,1]. In particular |J sptu(t) is
tel0,1]
bounded.

Proof. We start by proving the external varifold varifold principle. Let ¢ € (0,1), (V(t))ic[0,1) the
approximate MCF starting from £. Define, 1(x,t) = v(]z — a|? + 2dt) such that

(r) = (R?—r)*  forr < R
=Y 0 for r > R2.

Proposition 5.2.2 ensures that the limit of the piecewise constant approximate MCF converges to
(V=(t))se[0,1], hence, Lemma 6.2.2 infers that

IV, 1)) < IV-O)[(%(-,0)) + erses.

Taking the limit in €, we infer from Proposition 5.3.10

p() (P (1)) < p(0)((-,0)).

By construction, ¢(-,¢) > 0 on B(a, v R? — 2dt) hence
#(0)(B(a, R)) =0 = u(t)(B(a,VR?—dt)) =0, te[0,1]N][0,R*/2d].

The convex barrier principle is a direct adaptation of the proof of [12, Theorem 3.8] using the
sphere barrier to external varifolds. O

Corollary 6.2.4. (Decay of the mass) Let Vo € V4(R™) of compact support and (ju(t))se(o,1] the mass
measure of a limit spacetime approximate MCF starting from Vi,. From Remark 5.2.7 and the boundedness
of spt u(t) ¥t € [0, 1] (Corollary 6.2.3), we deduce that the function t — (t)(R™) is nonincreasing.

In order to prove the nontriviality of the limit of the spacetime MCFs, we first extract a suffi-
cient relation between ¢(7") and ¢ allowing the convergence of the mass measure of the piecewise

constant approximate MCF (Vp ; (t)) [ | to the mass measure of the limit of the spacetime ap-

€lo,1
proximate MCF (u(t));c(0,1] when € and 6(7") converge to 0 simultaneously.

Lemma 6.2.5. Let 1 € Vy(R™) be of compact support. Let (¢;) jen € (0, 1) be a sequence converging to 0
and Vj € N, let (VZ,(t))se(0,1) be the approximate MCF starting from Vo converging to (u(t)).e(o,1) the mass
measure of a limit of the spacetime approximate MCF starting from Vi (Definition 6.2.1). Let (T;);en be

a sequence of subdivisions satisfying (5.34) and (Vsjj 07} (t)) o1 be the corresponding piecewise constant
: telo,

approximate MICF. Assume that

5(7})5;”*11 exp <c107M5;"77) — 0.
j—oo

Then
IV (O] —— n(t), vt € [0,1].
Jj—00



Proof. Let (Vz 71 (t))icjo1] and (Ve 73(t))tcpo,1) be two time-discrete approximate MCFs associated
with two subdivisions 77, 7> satisfying (5.34) and starting from Vj € V4(R"). We know from
Proposition 5.1.11 that for all ¢ € [0, 1] and for 6 = max{d(71),0(72)}

A(IVer Ol Ve @) < cro,08e™H exp(erone™ 7).
We let 6(72) — 0 and infer from Theorem 5.2.1 that for all ¢ € [0, 1],
A(V=r O V=) < e1oard(Ti)e™H explerone™ ).

Let (¢) oy — 0 such that |[VZ[[(?) =ou(t), Yt € [0,1], where (11(t))te[o,1) is @ mass measure of a
limit of the spacetime approximate MCF starting from Vj. The boundedness of spt y(t), ¢t € [0, 1]
(Corollary 6.2.3) implies that A(||VZ, (£)], u(t)) —— 0Vt € [0,1].

Jj—00

Let (7;) jen be a sequence of subdivisions satisfying (5.34) and the condition

8(Tj)e; ™M exp(crome; ") —— 0, 69)

j—o0
we can assert that V¢ € [0, 1]

Ap(®), [1Ve, 73 (D1 < Au(0), [Ve; 011) + AIVe; O Ve, 7, (D) = 0-

Again, by the boundedness of spt (t), we deduce that ||V, 7. (t)|| —— pu(t), ¥t € [0,1]. Finally,
j—oo

*

from Proposition 5.2.2 we deduce that HVE’;_CTJ, ()| —— wu(t), vt € [0,1].
’ J—00
O

The following lemma provides a quantitative continuity property on evolution by C L diffeo-
morphisms of open sets with respect to balls.

Lemma 6.2.6. Let E be an open set in R". Let f be a C diffeomorphism of R™, assume that § :=
max{||f — id||ec, ||/ f — 1||lec} < 1. Let B = B(a, R) for some a € R™ and R € R*. One has

IL"(BNf(E)) —L"(BNE)| < dcia,
where c14 is a constant depending only on n and R.

Proof. Indeed, we have by the area formula:

LB (E)) = /

XBd'cn:/Xf—l(B) deL”
F(E) E

This gives

LM(B A f(B)) — LB E)| = ‘/Exf_l(B) decn/EXBdcn

< /E X5 = Ulsod ™ + 17 lloc /E X 15 — X5l L
< 6L"(B) +2L™(B(a, R+ 6) \ B(a, R — 6)),
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where we used
[JfA<IJf=1|+1<6+1<2

If § > Rthen L™"(B(a, R+9)\ B(a,R—9)) < L™"(B(a,2d)) < §2"w,. Otherwise, by the mean value
theorem applied on the function x — 2™ we have

(R+6)" — (R—6)" < 2nd(R + 6)" ™,

hence,
L"(B(a,R+0)\ B(a,R—0))
<w, (R+6)"—(R—-196)")
< 20w (R +6)""1 < 2nw,6(R+1)" 1,
this implies that
|IL"(BN f(E)) — LY(BNE)| < c40,
with c14 = w, R™ + 2 max{2"w,,, 2nw, (R + 1)"~'}, this concludes the proof of the claim. O

We make the following remark about open partitions and the approximate flow of their bound-
aries.

Remark 6.2.7. Given an open partition £, one can define a piecewise approximate MCF for the
N N

integral varifold associated to 0 = |J OE;, we denote it by (0):7(t) = U (OFE;):7(t). The
i=1 i=1

open partition character is preserved through the flow as the push-forward maps involved in the

construction of the flow are C! diffeomorphisms.

We investigate the change of volume, restricted to fixed balls of R", of the evolution by ap-
proximate mean curvature of an open partition. For simplicity, we state the result for uniform
subdivisions.

Corollary 6.2.8 (Change of volume). Let ¢ € (0,1),1 < M and T be a uniform subdivision of [0, 1], of
N
time step At > 0, satisfying (5.34). Let £ = |J E; be an open partition of R" such that L1 (9€) < M.
i=1
N
Let (0€):,7(t) = U (OF;),1(t) be the piecewise-constant approximate MCF with respect to T starting
i=1
N
from &, and (€). 7(t) = U (E;)e,7(t) the corresponding open partition.

i=1
Then, forany i € {1,..., N} and (a, R) € (R",R") one has

[£"(B(a, B) N (Ey)e,7(t + Al)) = L™ (Bla, R) N (Ei)e7 (1) | < crae,
forany t € [0,1 — At], where c14 is a constant depending only on n and R.

N
Proof. Applying Lemma 6.2.6 in our context with f = id + At h, ( , U (OF) 57(75)) . From Propo-

sition 5.1.2, (5.23), (5.34), (5.35) one has

=1

max{||f — Id||ec, || Jf — 1]lec} < ca(M +1)e 4 < e < 1,
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this gives
[£"(B(a, R) N (Ey)e,r(t + At)) = L7 (Bla, R) N (Ei)e (1)) | < crae,

for any ¢ € [0, 1 — At] and this finishes the proof of Corollary 6.2.8. O

Theorem 6.2.9 (Nontriviality of the limit of the spacetime approximate MCEF).
N
Let £ = |J E; be an open partition of R"™ and let ;1(t) be the mass measure of a limit of the spacetime

i=1
approximate MCF flow starting from OE (Definition 6.2.1). Then, there exists to > 0 such that p(t)(R™) >
0,Vt € [O,to].

Proof. Letp € {1,...,N} with E, bounded. Denote O := E, and by 0O the varifold associated
to its boundary. Let (¢;)cn be a sequence converging to 0 such that if we denote the approximate

MCEF starting from 0 by ((9€), (t)) 0.1 We have:

10€)e, (D)l —— u(#) ¥t € [0,1].
j—o0
Let (7;)jen be a family of subdivisions of [0, 1], of uniform time step

-1
Atj = |V€;n712 exp <0107M€;n77>-| .

For j large enough, 7; satisfies (5.34). In the proof, we denote for simplicity (9€);(t) := (9E )?JCT] (t)
to be the piecewise approximate MCF starting from 0¢; as

At; < 5?“2 exp(—clo,Mejf"J) = 5?“1 exp(—clo,MEj*"*?) o(1),

we deduce from Lemma 6.2.5 that

*

10); (O o u(t) vt €[0,1].

The goal now is to prove that there exists ¢ty € (0, 1], a constant @ > 0 such that u(to)(R") > @,
by the decay property of the mass (Corollary 6.2.4) we obtain x(t)(R™) > pu(to)(R™) > & for every
t € [0, to] and this finishes the proof of the theorem.

We carry on with the proof, let (a, R) C R" x RT be such that B(a, R) C O.

Define ) (z,t) = v(|x — a|? + 2dt) such that

(r) = (R? —r)? for r < R?,
=3 0 for r > R2.

Let (00;(t))secjo,1] (resp. (O;(t))eo,1)) denotes the evolution in time of JO (resp. O) under the

piece-wise approximate MCF of J&. For j large enough, we have cj2At; 5;8 <egjande; € (0,e9),
hence from Proposition 6.2.2

1QE); N (, 1)) = 1(9€);(0)[[(¥(+,0)) < 6135]% vt € [0,1].
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By construction of 1/1, we can assert that |[(9€);(0)||(¢(-,0)) = 0. We set tg = 18%—;, for any ¢ € [0, o]
and z € B := B (a, &) we have

2 4 8
() = pllo — al? + 2dt) > (R? - ({i i 2dto>> _B

16
This yields:
R R .,
100); (W (1)) = 7 1(0€);(O)II(B) = 75 £777 (90;(t) N B)
and that £7! (00;(t) N B) —— 0 uniformly on [0, ¢o].

j—%OO

We have the following two cases:

Case 1 : There exists a subsequence (a(3)); P +oo such that Vj € N, L™ (O (to) N B) >

JjeN
1L£"(B); then, we can infer from the isoperlmetrlc 1nequahty that

n—1

L7 (0045 (t0)) = en (L7 (Ougy(t0)) T = en (£ (Oagyy(to) 1 B)) T > e (zll[’n(B)> R

for some constant ¢, > 0 depending only on n, taking j to +oco we deduce that

p(to) (R") = lim [ (98)agp (f0) |(R) = lim inf £~ (90 (t0)) = &

and this finishes the proof.
Case 2 : There is no such sequence, this means that there exists jo € N such that

S .
Vi 2 jo, £ (0;(to) N B) < L LY(B).
We have £" (0;(0) N B) = L£"(B) and L" (0;(ty) N B) < $L£"(B), by Corollary 6.2.8 we infer that
forany t € [0,1 — Aty]
’En t—l—At ) )—En (O](t)ﬁBH < c14€;.

Then, taking jo larger so that ci4e; < iﬁ”(B) we can infer that there exists s (depending on j)
€ [0, to] such that

1 1

55”(B) > L"(0j(s)NB) > ZE"(B)
for all j > jo. By the relative isoperimetric inequality ([5, Remark 3.50]), there exists a constant
¢n > 0 (depending only on n) such that for any j > jo

n—1

T > e <i£”(3)> !

L1 (80;(s) N B) > ¢, min{£™(O;(s) N B) 5, L™ (B\ 0;(s))"

this yields a contradiction as £"~! (90, (t) N B) —— 0 uniformly on [0, ¢o] .

j*} oo
Conclusion: there exists @ > 0 such that px(¢)(R") > @ > 0Vt € [0,t], this finishes the proof of
Theorem 6.2.9.
]
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Remark 6.2.10 (Lower bound on the extinction time). The proof of Theorem (6.2.9), up to a slight
technical change, shows that the flow is nontrivial for ¢ € [0, ty) where

to = max{R >0, B(a,R) C E; € £, for somea € R" and F; bounded}.

2

R
Concretely, instead of tyg = %; one could set 5 = 5 n with 7 very small and instead of B :=

B(a, %) one could set B := B(a,n). We then conclude by letting  — 0.

6.3 Avoidance of evolving spheres

In Proposition 6.3.1 we prove the avoidance principles with respect to spheres evolving by the law
in (6.1), either when the varifold is supported outside the sphere, or when it is supported inside
the sphere; as a consequence, we deduce the convex set barrier principle. The proof consists of
plugging a suitable barrier function in the spacetime Brakke inequality and using Lemmas 6.1.1
and 6.1.3.

Proposition 6.3.1. (Barriers) Let (1u(t));e(o,1] be the mass measure of a spacetime Brakke flow (Definition
5.3.4) starting from a varifold Vy € V4(R™) of compact support. We have:

1. Sphere barrier to external varifolds:

if 1W(0)(B(a, R)) =0 then u(t)(B(a, (R: — 2dt)2) = 0Vt € [0,1] N [0, R2/2d]. (6.10)

2. Convex set barriers:

U spt w(t) is contained in the convex hull of spt || Vp|. (6.11)
te(0,1]

3. Sphere barrier to internal varifolds:
if spt u(0) C B(a, R) then sptu(t) C B(a, (R? — 2dt)%) vt € [0,1]N[0,R%/2d].  (6.12)

Proof. We start with the proof of the sphere barrier to external varifolds (6.10). Define ¢ (x,t) =
v(|lz — a|? + 2dt) such that

(r) = (R?—r)?  forr < R,
=10 for r > R?

with 3 > 2 (so that both 1) and v are C?), then, easy computations show that ¢ is a barrier function.
Plugging 1 into the integral Brakke inequality (5.116) we obtain for any ¢; € [0,1] N [0, R?/2d]
(removing the dependence on variables and noting i = h(-, -, A) for simplicity)

t1
u(t) W00 =00 < [T [ P+ 5V b g
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We note that by assumption, £(0)(¢(-,0)) = 0 as ¢(+, 0) vanishes outside B(a, R). By Lemma 6.1.1,
(5.114) and (6\)s = 0 we have

h 1[SVp|?
pweay s [Cf v ow i

t 1|SVy|?
= - — 8 : V%) + O d.
/o /{u,s,t),w#o} 4 9

Hence, by Lemma 6.1.3 we deduce that p(t1)(¢(+,t1)) = 0 (as » > 0). By construction, ¢ (-,t1) > 0
on B(a, (R? — 2dt)?), this implies that u(t1)(B(a, (R? — 2dt1)2)) = 0 and finishes the proof of
(6.10).

Proof of the convex set barriers : using the sphere barrier to external varifolds (6.10), the proof is a
direct adaptation of the proof of [12, Theorem 3.8].

The proof of (6.12) is similar to the proof of (6.10). We define a test function ¢ (z,t) = v(|z — a|? +

2dt) such that
(r) = 0 for r < R?,
=L r-RY)P forr > R?

with 3 > 2 (so that both ¢ and ~ are C2). Construct a C? function ¢ equal to ¢ on B(a,2R)and to 0
outside B(a,3R). By the convex barrier principle, (J;¢(o 1) spt 1(t) C B(a, R) thus on the supports

on spt uu(t) N {¢) > 0} we have the formula

712
i '5?" _ S V2400 < 0. (6.13)

Finally, by the spacetime Brakke inequality (5.116), Lemma 6.1.1 and (6.13), we infer that for any
t €[0,1] N[0, R?/2d]

() (D (1) < p(0)(@(-0)) =0 and wu(t)(@(-t)) =0.

Hence, as 9(-,¢) > 0 on B(a, 2R)\ B(a, (R? —2dt)?) and spt 1u(t) C B(a, R) we infer that spt u(t) C
B(a, (R? — 2dt)?) and we finish the proof. O

Corollary 6.3.2 (Non-existence of compact stationary varifolds). We call a varifold V' e Vy(R"™)
stationary if:
VX e CHR™ R™), 6§V (X)=0.

Consider the measure A\ = V (t) @ dt on R" x G, x [0, 1] with V (t) = V, Vt € [0,1], clearly h(-,-,A) =0
and X is a spacetime Brakke flow. The sphere barrier to internal varifolds property ((6.12)) implies that
(V) Neeo,1) = IV I)eeo,1) avoids the motion of spheres, hence V- = (). Conclusion: there exists no
compact stationary varifold of any codimension. In particular, it proves that there exists no compact minimal
surface (a stationary Brakke flow in general), of any codimension, in R™ (which was already known).
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6.4 Avoidance principle for codimension 1 spacetime Brakke flows, in-
clusion in level set flows

In this section we prove that the mass measure of a codimension 1 spacetime Brakke flow avoids
smooth codimension 1 mean curvature flows. The proof is a slight adaptation of the proof of [35,
10.5].

We start by showing the lower semi-continuity property of the map ¢ +— ().

Proposition 6.4.1 (Lower semi-continuity). Let Vo € Va(R™) of compact support, (u(t)),c(0,1] the mass
measure of a spacetime Brakke flow starting from Vy (Definition 5.3.4). Then

(i) Foranyt € C2(R™,RT), themap t — u(t)(y)—Ctis nonincreasing for any C > || V29| |[Vo || (R™).
(ii) Forany ¢ € C2(R™ x [0,1],R*) and any s € (0,1],

lim (t)(o(- 1)) > u(s)(o (-, 5)). (6.14)

t—s—

Proof. Lett € C2(R",RT), from the integral Brakke inequality (5.116), and using ab < 1 (a® + %)
we obtain for every s, € [0,1] such that 0 < r < s <1 (for simplicity we denote h = h(-,-, \))
u(s)@) =) w) < = [ [ vinPautae+ [ [ 5H90)-ni

; 1 L[V
< =
[ [P+ Goln + 5

< (5 —7)||[ V200l Vol (R™) by [46, Lemma 3.1]

du(t)dt

where we used p(t)(R™) < [|[Vp]|(R™) (Remark 5.3.5 (ii)), this proves (7).

Let s € [0, 1], we first prove (ii) for time-independent test functions. Let ¢ € CZ(R" x [0,1],R"),
for v = p(+,s) and C = ||[V?%||eo||Vo||(R"™) we know from (i) that the map ¢ — ||u(t)||(¢) — Ct
is nonincreasing. Thus, tl_i)rr{ (u(t)(xp) — Ct) > p(s)(yp) — Cs which yields t1_1g£ u(t)(o(-,8)) >

w(s)(p(+,s)). Then, (ii) follof/vs from

| lim pu(t) (o, 5) = @ (-, 1))] < lim(s = ) [l gl Vol (R™) = 0.

t—s—

O]

In the following lemma we prove a continuity property of Brakke flows and the mass measures
of spacetime Brakke flows (seen as a subset of R").

Lemma 6.4.2 (A continuity property). Let (u(t)).e(o,1) be the mass measure of a spacetime Brakke flow
(Definition 5.3.4) or a mass measure of a Brakke flow and starting from some Vi € V4(R™). Then, for any
r > 0and a set A of R", we have V't € [0,1] N [0,7%/2d]

spt w(0) N (A+ B) =0 = sptu(t)n (A + Bm) =0
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Proof. Let pu(t) be defined as in the lemma, let A be a set of R™ such that spt 4(0) N (A + B,) = 0.
We write A + B, = U B, (x), hence spt 1(0) N B,.(z) = 0 Vz € A. By the avoidance principle for
€A

€

external varifolds (6.10) we can infer that

the result follows from noting that A + B 2z = U B, ;254 (2). The result is valid for Brakke
€A

flows and mean curvature flows as it is based only on the avoidance principle for external varifolds
(which is true for Brakke flows and MCFs by [12, Theorem 3.7]). O

We now show that the mass measures of a codimension 1 spacetime Brakke flow avoids the
MCF of C? hypersurfaces.

Theorem 6.4.3 (Avoidance of smooth MCFs). Let Vo € V,,—1(R™) of compact support, let (u(t))scjo]
be the mass measure of a spacetime Brakke flow starting from Vq (see Definition 5.3.4). Let (My)e(o,1] be
the MCF of a compact C? hypersurface M (Mo = M). We have:

spt u(0) Nspt M =0 = sptu(t)Nspt My =0 Vitel0,1].

Proof. The idea is to construct a test function ¢ (-,¢) out of the distance function to M; vanish-
ing outside a neighborhood of M; and prove that u(t)(¢(-,t)) = 0¥t € [0,1]. We assume that
spt u(0) " M = 0.

Step 1: (Construction, properties of the test function). Let E; be the compact region bounded by
M, define

r(n,t) = —dist(z, M), x€ Ey,
) dist(z, M), x € EF.

Fix v > 0 enough small so that
dist(spt 14(0), M) > v,

and that r(z, t) is smooth on a open spacetime-neighborhood of U, where
U={(z,t): —y <r(z,t) <v,0<t <1}

This is possible due to the compactness of [0, 1]. Let 5 > 0 be such that

3
B > max {2, Z(l —I—’ymﬁax ||V27“||)} (6.15)
Define the test function " 5 "
_ _ (=D rl <7;

Then ¢ € CO(R™ x [0,1],R"), ¥ vanishes except on U, and ) is C? except along M;.

Observe that 1(0)(¢(-,0)) = 0, we aim to show that this remains true for ¢ € [0,1] and this
completes the proof. We derive the expressions of the first two derivatives of 1) and ¢ and a prop-
erty between those of ¢ that will be used later in the proof. We have (outside M) the following
identities:

Vi = ' (r\Vr, V2 =" (r)\Vre Vr+ ¢ (r)\Vir, o = ¢ (r)or, (6.17)
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Figure 6.2: Graph of ¢ used in the definition of the test function ¢ in (6.16)

and

o(t) = (v — [t])?,
¢ (t) = —sign(t)B(y — |t))° ",

@(t) = BB — 1)y — )2, (6.18)
(¥")? — A2(n _ [+])B-2
() =60~ i)

Step2 : We show thatif uu(s)(¢(+,s)) = 0, s € [0, 1) then there exists 7 > 0 such that spt u(t)NM; =
0, Yt € [s, s+ 7]

Indeed, p(s)(¢(-,s)) = 0 for some s € [0,1) implies that dist(spt u(s), Ms) > v. Assume with-
out loss of generality that spt xi(s) lies outside Ej (the compact region bounded by M;). Ap-
plying Lemma 6.4.2 once with A = Es + B, 5,7 = v/2 and (u(t)).e[o,1) and another with A =
(Es+ By2),r = /2 and (My)se(o,1] yields that

37 >0, sptu(t) N (Es + Byo) =0 and My N (Es + B, 9) =0Vt € [s,5+ 7],

thus spt u(t) N My =0, Vt € [s, s + 7], this concludes step 2.
Step3 : We first prove that if x(s)(¢(-,s)) = 0, s € [0,1) then 375 > 0 such that p(t)(¢(-,t)) =
0Vt € [s, s+ 19]. Let s € [0, 1) be such that u(s)(¢(+, s)) = 0, step 2 implies:

79 > 0, sptu(t) N My =0, Vt € [s, s+ 1] (6.19)
(6.19) implies that ¢ (-, t) is C? on spt u(t), Vt € [s, s + 0], we have from (5.116)
U 0) = W) <= [ [ 0l VP due)
e[ s s+ [ [ e sow:
”XGd n s Rn

By definition of s and Lemma 6.1.1 (we identify by abuse of notation f(y,S,t) with f(y,t) for
f =9y, t)|h(y,t,\)|* and f = 8:1p(y,t) so that the integrals make sense), we have

// Vw(y, 1S(V(y, 1) F V() - Byt A) + Bb(y, £) dA(y, S, ).
R"xG’dn y’t)
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We know that (-, t) is C? on spt u(t) for every t € [s,s + 7], we have by (5.114) and (0\); = 0
([Definition 5.3.4,(i7)])

t
/ Yy, t) - hly,t, ) du(t)dt = / / S 2y, £) dA(y, S, 1).
s R” R"XGdn

It yields,

o LSV DIF g o
5/8 /nxGM4 Wy, t) S V2Y(y,t) + 0p(y, t) dA(y, S,1).  (6.20)

We now prove that the integrand of (6.20), that we denote by I, is non-positive for all (z, 5,t) €
R™ x Gy, % [s,5 + 7] (in fact I < 0 whenever ¢ is C?).
Plugging 1) = ¢(r) into I, and using (6.17) we get

1 S0/2
I = <490 — <p”> ]S(VT)|2 + ¢ (—S V2 4+ 8,57“) .

Since (M¢)ie[o0,1) is @ smooth mean curvature flow, a standard calculation (see for instance [23,
Identity (6.4)]) tells us that
r(Oyr —Ar) >0

on U, where A = AR", Since ¢/ (r)r < 0, we have
¢ (r) (Oyr — Ar) < 0.

Now 1 = |Vr|? = [S(V7)|? + |Vr(R)|? and Ar = S : V2r 4+ V2r(7d) - 7i, where 7 is the unit normal
to the hyperplane S, and therefore

I< <i"f - <,0”> (1= |Vr(i)[*) + ' V?r (i) - ii. (6.21)
For z € U, define the hyperplane T'(x) = Vr!(z), note that i = T(7) + (7i - Vr) Vr, thus

1= |Vr? = |T() + |Vr(i)]?, (6.22)

the identity |Vr| = 1 yields V?r(Vr) = V|Vr|? = 0 and

V2r(R) -t = V2 (T(7), T(72)) + 2V2r (Vr(R), T(R)) + V2r (Vr(f), Vr(i))
2, 5 . (6.23)
= V?r (T(1), T(i7)) < |V*r[l|T (7).
Injecting (6.22) and (6.23) into (6.21) we obtain
12 /2
r< (35 - I )it < (35 - V). 62

Substituting the computations of (6.18) into (6.24) we obtain
_ 3
r< 8- (1= 36+ G- v )
_ 3
< 8= ) (1= 2a v
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We obtain by the choice of 3 that I < 0, therefore from (6.20) we have p(t)(¢(-,t)) = 0,Vt €
[s,s + T0]-

Conclusion: Define T' = sup{s € [0, 1], u(t)(¢(-,t)) = 0Vt € [0, s]}. On the one hand, Proposi-
tion 6.4.1 implies that (T")(¢(-, 7)) = 0. On the other hand, and if T’ < 1, step 3 implies that there
exists ¢ > T such that p(¢)(¢(-,t)) = 0, hence T' = 1 and the proof is complete. O

Remark 6.4.4. We notice from the proof of Theorem 6.4.3 that the distance between the mass
measure of a spacetime Brakke flow and a smooth flow is nondecreasing. We will see below in
Corollary 6.4.5 that, more generally, the distance between the masses of two spacetime Brakke
flows is nondecreasing.

According to [35, Definition 10.1], a family (F}):>¢ of closed sets is a set-theoretic subsolution
to the mean curvature flow if

MoﬂF[):@ — ththwthO

for every compact hypersurface Mg, where (M;);>¢ is its MCE. Theorem 6.4.3 states that the mass
measure of a spacetime Brakke flow is a set-theoretic subsolution of the mean curvature flow. This
has some major consequences that we list in the following corollary:

Corollary 6.4.5. Let ((t));e(0,1) be the mass measure of a spacetime Brakke flow (Definition 5.3.4) starting
from Vo € Vi,_1(R") of compact support. Let (My)ep0,1) be a MCFE.

1. (Inclusion) Assume that spt u(0) C My, then
spt u(t) € My ¥t €0, 1].
2. (Coincidence) Assume that spt u(s) C M; for some s € [0,1], then spt u(t) = 0, Vt > s. In
particular, if 1(s)(R™) > 0 for some s € [0, 1] then spt pu(t) = My, Vt € [0, s).

3. (Avoidance principle between spacetime Brakke flows) Let (p11(t)):c(o,1) be the mass measure of a
spacetime Brakke flow, then

spt w(0) Nspt 1 (0) =0 = dist(spt u(t), spt w1 (t)) is nondecreasing.

Proof.

1. More generally, set-theoretic subsolutions to MCF are included in the evolution by level
set flow of the initial data, this is a consequence of [35, Inclusion Theorem 10.7]. We then
obtain our result noting that the level set flow and the mean curvature flow coincide on C?
hypersurfaces by [22, Theorem 6.1].

2. Assume that spt u(s) # M; for some s € [0, 1], as spt u(s) is closed in M, there exists an
open set of M that we denote by o satisfying spt (s) C M, \ 0. Perturbing M smoothly on
o, one can construct a C? hypersurface M/, containing spt x(s) and contained in the domain
bounded by M. By [23, Theorem 4.1] we know that the level set flows (which are equal to
the MCFs in this case) of M, and M/ split instantaneously. The result follows directly as
(spt pu(t))e>s is included in both level set flows.

3. Itis a consequence of [35, 10.1].
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6.5 List of constants used in the chapter

e 13 (defined in Lemma 6.2.2).

o c1y = W R" + 2max{2"wy, 2nw, (R4 1)""'} (defined in Lemma 6.2.6).
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Abstract: This thesis deals with the construction by approximation of mean curvature flows for very
general initial data, in the spirit of Brakke and Kim & Tonegawa’s works based on the theory of varifolds.
We construct, for general varifolds and by iterated push-forwards, an approximate time-discrete mean
curvature flow depending on both a given time step and an approximation parameter. We show the
convergence, when the time step tends to 0, of this time-discrete flow to a unique limit flow, called
the approximate mean curvature flow. An interesting feature of our approach is its generality, since it
provides an approximate notion of mean curvature flow for very general structures of any dimension
and codimension, whether continuous surfaces in the classical sense or point clouds. By coupling this
approximate flow with the canonical time measure, we prove the convergence, as the approximation
parameter tends to 0, to a limit spacetime measure whose generalized mean curvature is bounded. Under
an additional rectifiability assumption, we prove that this limit measure is a spacetime Brakke flow.
Finally, we study in codimension 1 its properties of non-triviality and coincidence with smooth mean
curvature flows.

Keywords: Geometric measure theory; varifolds ; approximate mean curvature flow ; Brakke flow.

Résumé : Cette these porte sur la construction par approximation de flots de courbure moyenne pour
des données initiales trés générales, dans l'esprit des travaux de Brakke et Kim & Tonegawa qui utilisent
la théorie des varifolds. Nous construisons, pour des varifolds généraux et par itérations de poussées en
avant, un flot approché de courbure moyenne discret en temps dépendant a la fois d'un pas de temps
et d'un parametre d’approximation donnés. Nous montrons la convergence, lorsque le pas de temps
tend vers 0, de ce flot discret vers un flot limite unique, appelé flot approché de courbure moyenne. Un
intérét de notre approche est sa généralité puisqu’elle fournit une notion approchée de flot de courbure
moyenne pour des structures trés générales de dimension et codimension quelconques, que ce soit des
surfaces continues au sens classique ou des nuages de points. En couplant le flot approché obtenu avec
la mesure temporelle canonique, nous prouvons la convergence, lorsque le parametre d’approximation
tend vers 0, vers une mesure spatio-temporelle limite dont la courbure moyenne généralisée est bornée.
Sous une hypothese supplémentaire de rectifiabilité, nous prouvons que cette mesure limite est un flot
de Brakke spatio-temporel. Enfin, nous étudions en codimension 1 ses propriétés de non trivialité et de
coincidence avec les flots réguliers de courbure moyenne.

Mots clés: Théorie de la mesure géométrique ; varifolds ; flot approché de courbure moyenne; flot de
Brakke.
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